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Abstract

Diffraction tomography was developed in the late 1970s and is a promising way to solve the diffraction problem in tomographic imaging where the dimension of the details of the object to be imaged are comparable to the wavelength of interacting wave. In this paper, further studies of the reconstruction algorithms of the diffraction tomography are performed and the results show that not only the quality of the reconstructed images is improved greatly, but the time for image reconstruction is reduced obviously.

In addition, a new quantitative reflection imaging method which is based on the transmitting/receiving geometry of the commercially available B-scanner is developed from the theoretical foundations of the diffraction tomography. Besides the theoretical analysis of this new quantitative reflection imaging method, a set of experimental system which includes the interface between the B-scanner and computer is built up and images of several practical testing objects are reconstructed using the data obtained from this experimental system. The results show that the images reconstructed by this new quantitative reflection imaging method are more helpful in understanding the internal structures of testing objects than those obtained by the ordinary B-scanner and to some extent, the images are quantitative. Therefore, this new imaging method will be useful in tissue characterization and will enhance the ability of the ordinary B-scanner for diagnosing disease. It has been shown that this new quantitative reflection imaging method is an important progress in acoustical imaging technique and has a good prospect in practical medical imaging.

Finally, at the end of the paper, some problems which are required to be further studied are demonstrated.
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A novel imaging technique — X-ray computerized tomography (short for XCT) was developed in the early 1970s[10,11]. The inventors of the XCT, G.N. Hounsfield, the electronic engineer of English EMI cooperation and A.M. Cormack, the America physicist, won the Nobel Prize of physiology and medicine in 1979. Encouraged by the successfullness of the XCT, various kinds of CT with different physical emanations are developed. By the nature of the interacting rays used, the CT imaging techniques can be roughly divided into two categories: the CTs with wavy rays, such as, ultrasonic computerized tomography (UCT)[12-27], microwave computerized tomography (MCT)[28-31], etc., and the CTs with non-wavy rays, such as, XCT[32-45], nuclear magnetic resonant computerized tomography (NMR-CT)[45-48], positron emission computerized tomography (PET)[49], single photon emission computerized tomography (SPECT)[50-52], etc. (in fact, the classification above is not absolute, for the non-wavy rays become the wavy rays if its wavelength is comparable to the dimension of the details of the object to be imaged).

In this paper, the CT techniques with the emanation of wavy rays, especially, the UCT in medical application are concerned. The reason is that as compared with microwave, ultrasonic wave can penetrate deeper in biological soft-tissues, for the ultrasonic wave is less heavily attenuated in the biological soft-tissues when it has the same wavelength as the microwave. As compared with the XCT, the UCT has less hazard to human body and can provide higher contrast images of the biological soft-tissues, and moreover, the imaging equipment of the UCT is simpler and less costed.

So far, the images of the UCT is not so good that they can be applicable in clinic[15,16]. A lot of efforts have been done for correcting the ray-bending effects which affect the quality of the images of the UCT[3,20,25], however, the improvement was not distinct, for the diffraction effects of the ultrasonic wave in the biological soft-tissues is remarkable. To solve the diffraction problem of the wavy ray CT, in 1978, a new CT imaging method — diffraction tomography was put forward by R.K. Mueller et al.[53]. For the diffraction tomography takes the diffraction effects of the wavy rays into account, it is a promising way to improve the quality of the images of the UCT.

The theoretical basis of the diffraction tomography is the inverse scattering solution of the wave equation which is obtained by linearizing a group of nonlinear partial differential equations that govern the rules of the wavy rays interacting with the object to be imaged (such linearization is possible because the amplitude of the waves used is usually very small in medical diagnosis). There are two kinds of methods for the inverse scattering solution of the wave equation. One is iterative method[53-60], which exists the mathematical problems of uniqueness, stableness and convergence in the iteration, and is very time-consumed. Although this method is developed constantly, it is still far from been applicable in practice. Another is the diffraction tomography method, i.e., the method for solving the inverse scattering problem analytically under the condition of first-order approximation (weak scattering approximation). For this paper concerns only the ultrasonic imaging of the biological soft-tissues, the first-order approximation can be used, therefore, the diffraction tomography method is chosen for studying.

Since the concept of the diffraction tomography was put forward, many reconstruction algorithms of the diffraction tomography was studied[61-100]. But, it is required that these algorithms are further improved for the
performances of their speed and image quality. Therefore, in the first part of this paper, some of the reconstruction algorithms of the diffraction tomography are studied in detail in order that they will be quicker as well as be better in the quality of the image reconstructions. In the second part of this paper, a new quantitative reflection imaging method is developed, which obtains the quantitative distribution of the acoustic parameter of the biological soft tissues from the transmitting/receiving geometry of the ordinary B-scanner and the theoretical foundation of the diffraction tomography. It is promising that this new imaging method will enhance the ability of tissue characterization of the ordinary B-scanner.

In algorithm studies of the diffraction tomography, the application of cubic spline interpolation to the densifying of the diffracted data is first investigated. In 1982, A.J. Devaney proposed the filtered-backpropagation reconstruction algorithm of the diffraction tomography (short for Devaney's algorithm)\textsuperscript{[67]}, which was looked as one of the important advances in physics\textsuperscript{[70]}. Unfortunately, this algorithm is very time consumed. For instance, it requires approximately $O(N^2\log N)$ complex multiplications for a $N\times N$ pixel image reconstructed from $N$ diffracted data ($N$ projections and $N$ samples in each projection). In 1983, S.X. Pan et al. put forward zero-padding densifying Fourier-domain interpolation reconstruction algorithm of the diffraction tomography (short for Pan's algorithm)\textsuperscript{[91]}, which not only reduced the computational consumption of Devaney's algorithm obviously, but still kept the high quality of the image reconstructions. It requires only approximately $O(N^2\log N)$ complex multiplications for reconstructing a $N\times N$ pixel image from $N$ diffracted data. As the zero-padding technique is applied in the densifying of the diffracted data, the Pan's algorithm is still time-consumed. To further speed up the Pan's algorithm, cubic spline densifying fourier-domain interpolation reconstruction algorithm (short for spline algorithm) is developed. With the spline algorithm, images are reconstructed in high speed as well as in high quality.\textsuperscript{[91]}

There are two modes of diffraction tomography, one is transmission mode and the other is reflection mode. Because the transmission signal usually represents the low-frequency component of the spatial frequency of the object to be imaged and the reflection signal represents the high-frequency component, to gain higher resolution, a new mode of diffraction tomography — transmission-reflection diffraction tomography (short for TRDCT) is developed by combining above two kinds of diffraction tomography. However, in the computer simulation of the TRDCT, it is discovered that the high-frequency noise is associated with the image reconstruction of the TRDCT. To diminish the high-frequency noise, nonlinear-smoothing image processing technique\textsuperscript{[37]} is adopted for the processing of the images reconstructed by the TRDCT. The results show that the images reconstructed by the TRDCT and then followed by the process using the nonlinear-smoothing image processing technique are of not only higher resolution than the conventional transmission diffraction tomography, but high quality. In addition, to use the Fourier-domain interpolation reconstruction algorithm in the TRDCT, a group of conversion relationships between the curvilinear coordinates and the rectangular coordinates are derived.\textsuperscript{[42]}

To get the diffraction tomography applied more easily in practice, in 1982, Dr. D. Nahum et al. put forward the synthetic aperture diffraction tomography (short for SADCT)\textsuperscript{[98]} which required its transmitting/receiving system to be rotated around the object to be imaged only once and in principle, any type of insonification can be used. Furthermore, an interpolation-free reconstruction algorithm for the SADCT (short for interpolation-free algorithm) was proposed by them\textsuperscript{[98]}. Because there is a space-variant filter in the interpolation-free algorithm, this algorithm is
time-consuming. In this paper, a computational study of the Fourier-domain interpolation reconstruction algorithm of the synthetic aperture diffraction tomography (short for interpolation algorithm) is carried out and a comparison between the interpolation and the interpolation-free algorithm is performed. The results show that the interpolation algorithm is not only faster than the interpolation-free algorithm (such as, the time required for reconstructing a 128x128 pixel image using the interpolation algorithm is only about 13% of that using the interpolation-free algorithm), but is superior in the quality of the reconstructed images when images are evaluated with the image quality criteria of this paper. In addition, in the computer simulation, it is discovered that because an object whose center is not at the origin of the coordinates will have a fast oscillating phase factor contained in its Fourier-domain, the resolution of the Fourier-domain interpolation will be decreased and thus the quality of the reconstructed images will be degraded if the center of the object is not moved back to the origin of the coordinates before the Fourier-domain interpolation. It is also discovered that for the distribution of the points on which the Fourier transform of the object function is known near the boundaries of the Fourier-domain coverage areas of the SADT is highly uneven, it will be not accurate to interpolate the grid points near the boundaries of the Fourier-domain coverage areas using the points on which the Fourier transform of the object function is known and using the ordinary interpolation scheme. However, the quality of the reconstructed images will be greatly improved if special consideration is taken for the interpolation using these unevenly distributed points.\textsuperscript{13-15}

By the studies of the reconstruction algorithms above, the speed of the image reconstructions of these algorithms is increased and the quality of the reconstructed images is improved. Moreover, as several dataset acquisition geometries of the diffraction tomography are taken into account, these algorithms are more likely to find practical applications.

In addition to the study of the diffraction tomography, a new quantitative reflection imaging method (short for QRI method) is developed. The imaging procedures of the QRI method are as follows: first, the high-frequency component of the one-dimensional object function on the line along which the focused pulsed acoustical wave is propagated is obtained from the received rf (radio frequency) echo signals; then the low-frequency component of the one-dimensional object function is recovered from the high-frequency component using the a priori knowledge that the outlines of the internal structures of the object and the phases of the rf echo signals returned from these outlines are known and using the GP (Gerchberg-Papoulis) frequency extrapolation technique\textsuperscript{93}. From the complete spectrum, the one-dimensional object function can be obtained. With the focused ultrasonic beam scanned linearly in the cross-section of the object to be imaged, two-dimensional sound-speed distribution of the object in that cross-section can be reconstructed. In addition to the new imaging method developed and the theoretical analysis of it, the B-scan system is connected to computer and a set of experimental system which includes some interface circuits is built up. By the data obtained from this experimental system, images of several practical objects are reconstructed. The results show that the images reconstructed by the QRI method are more helpful in understanding the internal structures of the testing objects than those obtained by the ordinary B-scanner, and the images reconstructed are quantitative. Therefore, it is promising that the QRI method can be combined with the ordinary B-scanner and will enhance the ability of the ordinary B-scanner for tissue characterization and for diagnosing diseases.

Finally, the theoretical and experimental problems of the diffraction tomography and the QRI method are demonstrated.\textsuperscript{14,15}
II. FORWARD AND BACKWARD PROCESSING OF THE ACOUSTICAL WAVE SCATTERING IN BIOLOGICAL SOFT TISSUES

1. Forward Processing of Acoustical Wave Scattering

Suppose the biological soft tissues can be modeled as static, isotropic and viscoelastic fluid medium, and the propagation of the acoustical wave in the medium is adiabatic, the rule which governs the propagation of the acoustical wave in the biological soft tissues can be described by the following system of nonlinear partial differential equations[1011]:

(1) Equation of motion

$$\rho \frac{\partial \mathbf{v}}{\partial t} + \rho \mathbf{v} \cdot \nabla \mathbf{v} = -\mathbf{F} + \mathbf{F}$$  \hspace{1cm} (2-1)

where \( \rho = \rho \mathbf{r}, \mathbf{r}, t \) and \( \mathbf{v} = \mathbf{v} \mathbf{r}, \mathbf{r}, t \) are the density of the medium and the vibrating velocity of the particles in the medium respectively; \( \mathbf{F} = \mathbf{F} \mathbf{r}, \mathbf{r}, t \) is the net external force which acts on the medium; \( \mathbf{F} \) is a stress tensor, which is given by

$$\mathbf{F} = -(u + \mathbf{v} \cdot \mathbf{v}) \mathbf{F} + \mathbf{F}(\mathbf{v} \cdot \mathbf{v})$$  \hspace{1cm} (2-2)

where \( u = u \mathbf{r}, \mathbf{r}, t \) is sound pressure; \( \mathbf{F} \) is a unit tensor; \( \mathbf{F} \) is viscous coefficient; \( \mathbf{F} = (2/3)\mathbf{F} - \sigma \) is second friction coefficient, where \( \sigma \) is expansion friction coefficient; \( \mathbf{v} \cdot \mathbf{v} \) is a tensor, and \( \mathbf{v} \cdot \mathbf{v} \) represents the transposition of \( \mathbf{v} \).

(2) Equation of continuity

$$\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \mathbf{v})$$  \hspace{1cm} (2-3)

(3) Equation of state

$$\frac{\partial u}{\partial t} = \frac{\mathbf{H}}{\rho} \frac{d \rho}{d t}$$  \hspace{1cm} (2-4)

where \( \mathbf{H} = \mathbf{H}(\mathbf{r}) \) is the adiabatic compression module.

Assume that the amplitude of incident acoustical wave is very small and there is no density fluctuation in the medium when the acoustical perturbation is absent. If the viscous coefficient \( \mathbf{F} \) and the friction coefficient \( \sigma \) are negligible, in the region beyond the sources of the sound the sound pressure \( u \) is satisfied by the following wave equation

$$\frac{\partial^2 u(\mathbf{r}, t)}{\partial t^2} - C^2(\mathbf{r}) \nabla^2 u(\mathbf{r}, t) = 0$$  \hspace{1cm} (2-5)

where \( C(\mathbf{r}) = \frac{\nabla \rho(\mathbf{r})}{\rho(\mathbf{r})} \) represents the phase velocity of the acoustical wave.
travelling in the medium, \( \rho_0 \) is the density of the medium with the absence of the acoustical perturbation.

For the sound pressure \( u(r,t) \) can be expressed as a linear superposition of monochromatic wave with different frequency, the case that \( u(r,t) \) is monochromatic will be considered first, i.e.

\[
u(r,t) = U(r) \exp(-j\omega t) \tag{2-6}\]

where \( U(r) \) is the amplitude of the monochromatic wave; \( \omega \) represents the angular frequency.

Substituting Eq. (2-6) into Eq. (2-5), we have the following Helmholtz equation

\[
u^2 U(r) + k^2(r) U(r) = 0 \tag{2-7}\]

where \( K(r) \) is given by

\[
k(r) = \frac{\omega}{C(r)} \tag{2-8}\]

The Helmholtz equation can be written in another form

\[
u^2 U(r) + k^2 U(r) = -F(r) U(r) \tag{2-9}\]

where \( F(r) \) is the object function which represents the inhomogeneities of the distributions of the acoustical parameters of the object and is given by

\[
k^2 [n^2(r) - 1] \quad \text{where } r \text{ is a point in the object}\]

\[
F(r) = \begin{cases} 
1 & \text{otherwise} \\
0 & \text{otherwise} 
\end{cases} \tag{2-10}\]

where \( k_0 = \omega/C_0 \) is the wavenumber of the medium surrounding the object; \( n(r) = C_0/C(r) \) represents the distribution of the refractive index of the object.

Suppose the volume which encircles the object is \( V_0 \) and the surface of the volume is \( S_0 \). Combining the partial differential equation shown in Eq. (2-9) with a boundary condition, the boundary-value problem which determines the distribution of the acoustical field \( U(r) \) in the space will be formed. In practical medical imaging, the boundary conditions can be the combination of partly rigid and partly flexible boundary conditions \[64\]

\[
v_0 U(r) \cdot n_s(r) + e(r) U(r) = -h(r) \tag{2-11}\]

where \( e(r) \) is the resistance reacting between the boundaries and their surrounding medium; \( h(r) \) is zero everywhere except on the source region; \( n_s(r) \) represents the normal vector on the surface \( S_0 \) and is pointed to the inside of the volume \( V_0 \); \( v_0 \) is the gradient in terms of \( r \); and \( r_s \) here is a position vector on the surface \( S_0 \).

In accordance with the boundary-value theory of the partial differential equation \[19\], the unique solution of the boundary-value problem which consists of Eq. (2-9) and Eq. (2-11) can be expressed as the summation of two parts: the solution of the inhomogeneous equation with the homogeneous boundary condition \( h(r) = 0 \) and the solution of the homogeneous equation \( F(r) = 0 \) with the inhomogeneous boundary condition. The solution of the inhomogeneous equation with the homogeneous boundary condition can be obtained by counting up every elementary contribution of the distribution sources in
the medium. If \( G(\mathbf{r} | \mathbf{r}_0) \) is the field on the point \( \mathbf{r} \) produced by a point source on \( \mathbf{r}_0 \), the field caused by the distribution source \( F(\mathbf{r})U(\mathbf{r}) \) will be the integration of the function \( F(\mathbf{r}_0)U(\mathbf{r})G(\mathbf{r} | \mathbf{r}_0) \) over the volume \( V_0 \). Here, \( G(\mathbf{r} | \mathbf{r}_0) \) is the Green's function.

Similarly, the solution of the homogeneous equation with the inhomogeneous boundary condition can be obtained by counting up every elementary contribution of the boundary sources. To calculate the elementary contribution, \( b(\mathbf{r}_0) \) will be set to zero everywhere except on the place where there is a source element. Therefore, each elementary contribution of the boundary sources will be the solution with the homogeneous boundary condition and with a point source on \( \mathbf{r}_0 \) on the boundaries. Such solution will be of the form of the above Green's function \( G(\mathbf{r} | \mathbf{r}_0) \) where \( \mathbf{r}_0 = \mathbf{r}_s \), and is notated as \( G(\mathbf{r} | \mathbf{r}_s) \). Therefore, the field caused by the inhomogeneous boundary condition can be expressed as the integration of the function \( G(\mathbf{r} | \mathbf{r}_0)h(\mathbf{r}_0) \) over the entire surface of the boundaries \( S_0 \).

In the following, the solution of the inhomogeneous equation (Eq.(2-9)) with the inhomogeneous boundary condition (Eq.(2-11)) will be given.

The Green's function \( G(\mathbf{r} | \mathbf{r}_0) \) is satisfied by the following inhomogeneous Helmholtz equation and the homogeneous boundary condition

\[
\begin{align*}
\left( v^2 + k^2 \right) G(\mathbf{r} | \mathbf{r}_0) &= -\delta(\mathbf{r} - \mathbf{r}_0) \\
\nV_s G(\mathbf{r}_s | \mathbf{r}_0) \cdot \mathbf{n}_s (\mathbf{r}_0) + \mathbf{e}(\mathbf{r}_0) G(\mathbf{r} | \mathbf{r}_0) &= 0
\end{align*}
\tag{2-12a}
\tag{2-12b}
\]

where \( \delta(\mathbf{r} - \mathbf{r}_0) \) is the Dirac delta function which represents a point source on \( \mathbf{r} = \mathbf{r}_0 \). The Green's function \( G(\mathbf{r} | \mathbf{r}_0) \) in Eq.(2-12) is continuous everywhere except on the singular point \( \mathbf{r} = \mathbf{r}_0 \), and when \( |\mathbf{r} - \mathbf{r}_0| \to 0 \),

\[
G(\mathbf{r} | \mathbf{r}_0) = \frac{1}{|\mathbf{r} - \mathbf{r}_0|}
\tag{2-13}
\]

and it is proved that for the homogeneous boundary condition, \( G(\mathbf{r} | \mathbf{r}_0) \) is symmetric

\[
G(\mathbf{r} | \mathbf{r}_0) = G(\mathbf{r}_0 | \mathbf{r}), \quad \mathbf{r}, \mathbf{r}_0 \in V_0
\tag{2-14}
\]

Multiplying both side of Eq.(2-9) by \( G(\mathbf{r} | \mathbf{r}_0) \) and both side of Eq.(2-12a) by \( U(\mathbf{r}) \) and then subtracting, we obtain

\[
G(\mathbf{r} | \mathbf{r}_0) v \delta U(\mathbf{r}) - U(\mathbf{r}) v \delta G(\mathbf{r} | \mathbf{r}_0) = -F(\mathbf{r})U(\mathbf{r})G(\mathbf{r} | \mathbf{r}_0) + \delta(\mathbf{r} - \mathbf{r}_0)U(\mathbf{r})
\tag{2-15}
\]

Exchanging the order of \( \mathbf{r} \) and \( \mathbf{r}_0 \) in Eq.(2-15), and integrating the result in terms of \( \mathbf{r}_0 \) over the volume \( V_0 \), from the symmetry of \( G(\mathbf{r} | \mathbf{r}_0) \) and \( \delta(\mathbf{r} - \mathbf{r}_0) \), one obtains

\[
\int_{V_0} \left[ G(\mathbf{r} | \mathbf{r}_0) v \delta U(\mathbf{r}) - U(\mathbf{r}) v \delta G(\mathbf{r} | \mathbf{r}_0) \right] d\mathbf{r}_0 = -\int_{V_0} F(\mathbf{r}_0)U(\mathbf{r}_0)G(\mathbf{r} | \mathbf{r}_0) d\mathbf{r}_0 + \int_{\partial V_0} U(\mathbf{r}_0) \delta(\mathbf{r} - \mathbf{r}_0) d\mathbf{s}_0
\tag{2-16}
\]

where \( \nabla^2 \) is the Laplacian operator with respect to \( \mathbf{r}_0 \). By the use of the Green's formula

\[
\int_{V_0} \left[ G(\mathbf{r} | \mathbf{r}_0) v \delta U(\mathbf{r}) - U(\mathbf{r}) v \delta G(\mathbf{r} | \mathbf{r}_0) \right] d\mathbf{r}_0 = \int_{\partial V_0} \left[ v \delta G(\mathbf{r} | \mathbf{r}_0) - G(\mathbf{r} | \mathbf{r}_0) v \delta U(\mathbf{r}) \right] \cdot \mathbf{n}_s (\mathbf{r}_0) d\mathbf{s}
\tag{2-17}
\]
the expression of the field on the point \( \mathbf{r} \) in the volume \( V_0 \) can be obtained
\[ U(r) = \int_{S_0} F(r_0) U(r_0) G(r_1 r_0) dr_0 + \int_{S_0} F(r_0) v_0 G(r_1 r_0) v_0 U(r_0) \cdot n_0 (r_0) dr_0 \]  

(2-18)

where \( ds \) represents a differential area on \( S_0 \).

Substituting Eq. (2-12b) into Eq. (2-18), and using Eq. (2-11), one obtains

\[ U(r) = \int_{S_0} G(r_1 r_0) h(r_0) ds + \int_{S_0} F(r_0) U(r_0) G(r_1 r_0) dr_0 \]  

(2-19)

Let

\[ U_i (r) = \int_{S_0} G(r_1 r_0) h(r_0) ds \]  

(2-20)

and

\[ U_s (r) = \int_{S_0} F(r_0) U(r_0) G(r_1 r_0) dr_0 \]  

(2-21)

one finds

\[ U(r) = U_i (r) + U_s (r) \]  

(2-22)

where \( U_i (r) \) is the field caused by the boundary sources when the object is homogeneous \( (F(r) = 0) \), and therefore, it is called the incident field; \( U_s (r) \) is the scattered field caused by the inhomogeneities \( (F(r) \neq 0) \) of the object.

As the total field \( U(r) \) is contained in Eq. (2-21), it is difficult in general to establish a simple relation between the object function and the scattered field. For in this paper, only the ultrasonic imaging of the biological soft tissues is concerned, the first-order approximation condition (weak scattering assumption) is satisfied. With the first-order approximation, a simple relationship between the object function and the measured scattered field can be established. So that, in the following, we will first find the integral solution of the scattered field under the condition of the first-order Born and the first-order Rytov approximation.

Substituting Eq. (2-22) into Eq. (2-21), one obtains

\[ U_s (r) = \int_{S_0} F(r_0) U_i (r_0) G(r_1 r_0) dr_0 + \int_{S_0} F(r_0) U_s (r_0) G(r_1 r_0) dr_0 \]  

(2-23)

Let the first and the second term in Eq. (2-23) be \( U_{s1} (r) \) and \( U_s (r) \) respectively. Then, substituting

\[ U_s (r) = U_{s1} (r) + U_s (r) \]  

(2-24)

into the expression of \( U_s (r) \), there will be

\[ U_s (r) = \int_{S_0} F(r_0) U_{s1} (r_0) G(r_1 r_0) dr_0 + \int_{S_0} F(r_0) U_s (r_0) G(r_1 r_0) dr_0 \]  

(2-25)

Repeating the expansion procedure above and notating

\[ U_{s(1+1)} (r) = \int_{S_0} F(r_0) U_{s1} (r_0) G(r_1 r_0) dr_0, \quad 1 \geq 1 \]  

(2-26)

one obtains the Born solution

\[ U(r) = U_i (r) + \sum_{l=1}^{\infty} U_{s1} (r) \]  

(2-27)
which is the series expansion solution of the wave equation Eq. (2-9). If the inhomogeneities of the object is very small, the series expansion solution will be convergent. The first $N$ terms of the series is called $N$th-order Born approximation solution of the wave equation Eq. (2-9) and, especially, when $N = 1$, is called the first-order Born approximation solution

$$U(r) = U_i(r) + U_s(r)$$  \hspace{1cm} (2-28)

or

$$U_s(r) = U_{s1}(r) = \int_{s} F(r') U_i(r') G(r'r) \, dr'$$  \hspace{1cm} (2-29)

The equation above can be obtained from Eq. (2-21) directly, provided that $U_0(r)$ is replaced by $U_i(r)$. Therefore, the first-order Born approximation requires that $|U_0(r)| < |U_i(r)|$, i.e., the scattered field should be much smaller than the incident field.

If

$$U(r) = \exp[\psi(r)]$$  \hspace{1cm} (2-30)

from Eq. (2-9), we obtain the Riccati equation

$$\nabla^2 \psi(r) + 2 \nabla \psi(r) \cdot \nabla \psi(r) + k^2 = -F(r)$$  \hspace{1cm} (2-31)

The solution of this equation can be expressed as the sum of two terms:

$$\psi(r) = \psi_1(r) + \psi_2(r)$$  \hspace{1cm} (2-32)

where $\psi_1(r)$ is the solution of Eq. (2-31) when $F(r) = 0$, and is given by

$$U_i(r) = \exp[\psi_1(r)]$$  \hspace{1cm} (2-33)

Substituting Eq. (2-32) into Eq. (2-31) and considering the equation

$$\nabla^2 \psi_1(r) + 2 \nabla \psi_1(r) \cdot \nabla \psi_1(r) + k^2 = 0$$  \hspace{1cm} (2-34)

we obtain

$$\nabla^2 \psi_2(r) + 2 \nabla \psi_1(r) \cdot \nabla \psi_2(r) = -\nabla \psi_1(r) \cdot \nabla \psi_2(r) - F(r)$$  \hspace{1cm} (2-35)

Multiplying both sides of Eq. (2-35) with $U_i(r)$ and noticing that

$$\nabla^2 U_i(r) = -k^2 U_i(r)$$  \hspace{1cm} (2-36)

we obtain the following equation

$$(\nabla^2 + k^2) (U_i(r) \psi_2(r)) = -[F(r) + \nabla \psi_1(r) \cdot \nabla \psi_2(r)] U_i(r)$$  \hspace{1cm} (2-37)

Eq. (2-37) is the inhomogeneous Helmholtz equation. Likewise, with the replace of $F(r)U_i(r)$ in Eq. (2-21) by $[F(r) + \nabla \psi_1(r) \cdot \nabla \psi_2(r)] U_i(r)$, the solution of Eq. (2-37) will be obtained

$$\psi_2(r) = \psi_{s1}(r) + \psi_{s2}(r)$$  \hspace{1cm} (2-38)

where
\( \psi_1(r) = \frac{1}{U_1(r)} \int_{r_0} F(r_0) U_1(r_0) G(r_0) \, dr_0 \)  

(2-39)

and

\( \psi_2(r) = \frac{1}{U_1(r)} \int_{r_0} \psi_2(r_0) \cdot \psi_1(r_0) U_1(r_0) G(r_0) \, dr_0 \)  

(2-40)

Expanding repeatedly the right hand side of Eq. (2-40), the series expansion solution of the Riccati equation will be found. Similarly, such solution is called Rylov solution. Again, if the inhomogeneities of the object are small, the Rylov solution will be convergent. The first-order Rylov approximation is given by

\[ \psi(r) = \psi_1(r) + \psi_2(r) \]

(2-41)

i.e.,

\[ \psi_3(r) = \psi_1(r) = \frac{1}{U_1(r)} \int_{r_0} F(r_0) U_1(r_0) G(r_0) \, dr_0 \]  

(2-42)

From Eq. (2-42), it is seen that the first-order Rylov approximation requires that \( |\psi(r)\cdot\psi_0(r)| \ll |F(r)| \), that is, the rate of the spatial variation of the phase of the scattered field must be very small. If \( \psi_3(r) U_1(r) \) is treated as a new field variable, Eq. (2-42) has the same form as Eq. (2-29), i.e., the integral expressions of the Born and Rylov solution has the same form provided that the first-order approximation condition is satisfied. Therefore, it is enough to study the inverse scattering problem of Eq. (2-29) which is obtained from the first-order Born approximation.

Suppose \( G(r|r_0) \) in Eq. (2-29) is a free-space Green's function, then it is given by [101]

\[ G(r|r_0) = \frac{\exp(jk_0 |r-r_0|)}{|r-r_0|} \]

(2-43)

where \( |r-r_0| \) is the Euclidean distance between the field point \( r = (x,y,z) \) and the source point \( r_0 = (x_0,y_0,z_0) \).

In what follows, only the two-dimensional case (i.e., the variation of the object function along the \( z \) axis is assumed to be very small, and the both the incident and the scattered fields are independent of the \( z \) axis) is studied. Then, the Green's function can be written [102]

\[ g(r|r_0) = \frac{j}{4} H_0(k_0 |r-r_0|) \]

(2-44)

where \( H_0 \) is zeroth-order Hankel function with the first kind. By angular expansion of the Hankel function, we can obtained

\[ H_0(k_0 |r-r_0|) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \exp(jK_0 \cdot r) \, dK_0 \]

(2-45)
where $K = (K_x, K_y)$, and
\[
K_y = \sqrt{K_0^2 - K_x^2}
\]
(2-46)

Then, Eq. (2-29) can be written in an alternate form
\[
U_z (r) = \int F(r_0)U_h (r_0) g(r_0) dr_0
\]
(2-47)

where the integral area $S$ contains the cross-section of the object; and
\[
r = (x,y), \quad r_0 = (x_0, y_0).
\]
Eq. (2-47) is taken as the basic equation for the study in this paper.

2. Backward Processing of the Acoustical Wave Scattering

Let us consider the data acquisition geometry of the diffraction tomography (see Fig. (2-1)). Where $F(r)$ represents the two-dimensional object function; $r = (x, y)$ is a position vector in the space; $y_0 = x_0$ is the moving line of the receiver. Together with the transmitter, this line is fixed on the $x_1$-$y_1$ coordinates and can be rotated around the object from $0^\circ$ to $360^\circ$; $\theta$ and $\theta_1$ represent the angles between the $y_1$ axis and the $x_1$ axis and between the $y_1$ axis and the $x$ axis respectively, besides, $\theta = \theta_1 + \pi/2$. Assume that the incident wave is a plane wave travelling along the positive direction of the $y_1$ axis, and is given by
\[
U_0 (r) = U_0 \exp(jk_0 s_0 \cdot r)
\]
(2-48)

where $s_0$ is the unit vector on the direction of the plane wave insonification; $U_0$ is the complex amplitude of the plane wave (without losing generality, we assume that $U_0 = 1$).

Substituting Eqs. (2-44) and (2-48) into Eq. (2-47) and using Eq. (2-45), it is easy to show
\[
U_z (r) = \frac{j}{4\pi} \int_{-\infty}^{+\infty} \frac{\tilde{F}(K-k_0 s_0) dK}{K_y}
\]
(4-49)

where
\[
\tilde{F}(K-k_0 s_0) = \int F(r_0) \exp[-j(K-k_0 s_0) \cdot r_0] dr_0
\]
(2-50)

Let us define
\[
Q = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta 
\end{bmatrix}
\] (2-51)

and make the following variable transformations
\[
x = Q \mathbf{r}
\] (2-52)
\[
K = T Q^{-1}
\] (2-53)

where \( \mathbf{r} \) and \( \mathbf{r}_1 \) are column vectors; \( K \) and \( T \) are row vectors; \( Q^{-1} \) is the inversion of \( Q \); \( \mathbf{r}_1 = (x_1, y_1) = [x_1, y_1]^t \), where the superscript \( t \) represents the transposition of the vector; and \( T = (t_x, t_y) \). From Eq.(2-53), it is easy shown that

\[
K_x = t_x \cos \theta - t_y \sin \theta
\] (2-54)
\[
K_y = t_x \sin \theta + t_y \cos \theta
\]

Using Eq.(2-48) and summing the square of \( K_x \) and the square of \( K_y \) in Eq.(2-54), one obtains

\[
t_x = \sqrt{k_x^2 - k_y^2}
\] (2-55)

Differentiating \( K_x \) in Eq.(2-54) in terms of \( t_x \) results in

\[
dK_x = \frac{t_x}{t_x} \cos \theta \sin \theta dt_x
\] (2-56)

From the expression of \( K_y \) in Eq.(2-54), we can see that

\[
t_x \sin \theta = K_y - t_y \cos \theta
\] (2-57)

By substituting Eq.(2-57) into Eq.(2-56), the differential of \( K_x \) is obtained

\[
dK_x = \frac{K_y}{t_y} dt_x
\] (2-58)

Decomposing the vector \( \mathbf{g}_0 \) in Fig.(2-1) along the \( x \) and the \( y \) axis, one finds

\[
\mathbf{g}_0 = \cos(\theta + \pi/2) \mathbf{i} + \sin(\theta + \pi/2) \mathbf{j}
\]
\[
= -\sin \theta \mathbf{i} + \cos \theta \mathbf{j}
\] (2-59)

where \( \mathbf{i} \) and \( \mathbf{j} \) are the unit vectors on the \( x \) and the \( y \) axis respectively.

Decomposing the vector \( \mathbf{K} - k_0 \mathbf{g}_0 \) in Eq.(2-49) along the \( x \) and the \( y \) axis and using Eq.(2-54), we have

\[
\mathbf{K} - k_0 \mathbf{g}_0 = u \mathbf{i} + v \mathbf{j}
\] (2-60)

where

\[
u = t_x \sin \theta + (t_y - k_0) \cos \theta
\] (2-61)

With Eq.(2-51), Eq.(2-60) can be rewritten in a vector form
\[ K - k_0 s_0 = (T - k_0 s_0)Q^{-1} \]  \hspace{1cm} (2-62)

From Eq. (2-52) and Eq. (2-53), one shows that
\[ jk_0 \cdot r = jTQ^{-1} \cdot Q \cdot r = jT \cdot r \]  \hspace{1cm} (2-63)

Substituting Eq. (2-58), Eq. (2-62) and Eq. (2-63) into Eq. (2-49), we obtain in \( x_1 - y_1 \) coordinates the expression of the scattered field
\[ U_s (r_1) = \frac{j}{4\pi} \int_{-\infty}^{+\infty} \exp(jT \cdot r_1) \hat{F}[(T - k_0 s_0)Q^{-1}] dt_x \]  \hspace{1cm} (2-64)

Setting \( y_1 = l_0 \) and taking the Fourier transform of \( U_s (r_1) \) with respect to the variable \( x_1 \), from Eq. (2-64) we find the relationship between the Fourier transform of the measured scattered field and the Fourier transform of the object function, i.e., the so-called diffraction-projection theorem
\[ \hat{U}_s (t_x, \Theta) = \frac{j \exp(jt_1 l_0)}{2t_y} \hat{F}[(T - k_0 s_0)Q^{-1}] \]  \hspace{1cm} (2-65)

From Eq. (2-65), it is easy to recover the object function \( F(r) \), that is, to find the solution of the inverse scattering problem. The filtered-backpropagation algorithm for solving \( F(r) \) was put forward by A.J. Devaney in 1982
\[ F(r) = \frac{1}{2\pi} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} \hat{U}_s (x \sin \Theta - y \cos \Theta, x \cos \Theta + y \sin \Theta) d \Theta \]  \hspace{1cm} (2-66)

where
\[ \hat{U}_s (x_1, y_1) = - \frac{k_s}{2\pi} \int_{-k_0}^{+k_0} \hat{U}_s (t_x, \Theta) \hat{F}(t_x, y_1) \exp(jt_x x_1) dt_x \]  \hspace{1cm} (2-67)

and where
\[ \hat{U}_s (t_x, \Theta) = j \exp(-j k_0 l_0) \hat{U}_s (t_x, \Theta) / k_0 \]  \hspace{1cm} (2-68)
\[ H(t_x) = \begin{cases} 1 & |t_x l_0| < |k_0| \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (2-69)
\[ G(t_x, y_1) = \begin{cases} \exp[j(t_x - k_0)(y_1 - l_0)] & |t_x l_0| < |k_0| \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (2-70)

As there is a space-variant filter function in \( G(t_x, y_1) \), the Devaney's algorithm above requires vast amount of computation. In what follows, we will first speed up the Pan's algorithm which has reduced the computation of the Devaney's algorithm obviously. Then, some reconstruction algorithms of the diffraction tomography with different datum acquisition geometries will be studied further for the improvement of their speed and the quality.
III. A STUDY OF RECONSTRUCTION ALGORITHMS OF DIFFRACTION TOMOGRAPHY

1. Application of Cubic Spline Interpolation to Densifying of Diffracted Data of Diffraction Tomography

(1) Zero-padding technique and spline algorithm

Zero-padding technique

In practical datum acquisition, the scattered field $U_s(t_x, \Theta)$ is known only on some discrete values of its variables $t_x$ and $\Theta$. The stepping lengths of $t_x$ and $\Theta$ are usually large because of the restriction of the physical system. Therefore, the resolution of the interpolation in the image reconstruction using Fourier-domain interpolation algorithm will be poor if the known points of the scattered field are not increased. Hence, to reconstruct high quality images, it is necessary to densifying the diffracted data using some interpolation schemes, i.e., to increase the known points of the Fourier transform of the object function on the curvilinear coordinates $\{(T-k_0, \Theta) \mid T = (t_x, t_y) \}, \quad t_x = \int_0^t \frac{S(t)}{S_k}, \quad t_y = \int_0^\pi I(x, \Theta)$. If $U_s(t_x, \Theta)$ is discretized with fixed stepping lengths for both $t_x$ and $\Theta$, the zero-padding technique can be used for the densifying of the diffracted data. The densifying procedure is as follows: Suppose there is a one-dimensional $N$-point sequence with a fixed stepping length of $h$, $y(n), \quad n = 0, 1, 2, \ldots, N-1$. Taking the N-point FFT of this sequence, one will obtain the N-point spectrum, $Y(k), \quad k = 0, 1, 2, \ldots, N-1$. To densifying the sequence $y(n)$ to $L$ times ($L$ is an integer), it is necessary to insert $(L-1)N$ zeros into the high-frequency portion of the spectrum. Notating the zero-extended spectrum as $X(k'), \quad k' = 0, 1, 2, \ldots, LN-1$, it is easy to show that

$$Y(k') \quad ; \quad 0 \leq k' < N/2-1$$

$$X(k') = \begin{cases} 0 & ; \quad N/2 \leq k' < LN/2-1 \\ Y(k'-LN+N); & ; \quad LN-N/2 \leq k' < LN-1 \end{cases}$$

Taking the LN-point IFFT of the spectrum, one can obtain the densified sequence $x(n')$ which is $L$ times lengthened when compared with the original sequence $y(n)$

$$x(n) = \sum_{k' = 0}^{LN-1} X(k') \exp[j(2\pi/LN)n'k']$$

$$= \sum_{k = 0}^{N/2-1} Y(k) \exp[j(2\pi/LN)n'k] + \sum_{k = N/2}^{N-1} Y(k) \exp[j(2\pi/LN)n'k]$$

$$\cdot \exp[j(2\pi/LN)(L-1)Ln')] \quad (n' = 0, 1, 2, \ldots, LN-1)$$

(3-2)

Let $n' = LN$, the equation above becomes

$$x(LN) = \sum_{k = 0}^{N/2-1} Y(k) \exp[j(2\pi/LN)Lk] + \sum_{k = N/2}^{N-1} Y(k) \exp[j(2\pi/LN)Lk]$$

(3-1)
It is seen from Eq. (3-4) that the densified sequence keeps linearly unchanged on the points of the original sequence, and between each successive two points of the densified sequence, L-1 points are inserted. The basic idea of the zero-padding technique for densifying a sequence is that the shapes of the spectra of the sequence before and after the densification are kept the same. The densifying procedure above for the one-dimensional sequence can be easily extended to the two-dimensional case.

**Spline algorithm**

It can be seen that the zero-padding technique above requires still a lot of computation, for in this technique LN-point IFFT of the LN-point zero-extended spectrum must be taken. For instance, for a 128x128 pixel image reconstructed from the densified 64x128 diffracted data, the time for the densifying of the diffracted data is about 63% of the total time of the image reconstruction. In order to reduce the time for the densifying of the diffracted data, cubic spline interpolation is used.

The cubic spline interpolation is a high precision interpolation method, but it is usually complex and time-consuming. However, when applied in the mid-point interpolation of a sequence with a fixed stepping length, which is the case for the densifying of the diffracted data, it is less complicated and requires less amount of computation. In the following, the procedure for the densifying of a one-dimension sequence using cubic spline interpolation will be given in detail. As before, the densifying procedure for one-dimensional sequence can be easily extended to the two-dimensional case directly.

If $S(x) \in C^2[a,b]$ (i.e., the second-order differential of $S(x)$ is continuous in internal $[a,b]$ and $S(x)$ is the polynomial of degree three in each subinterval $[x_n, x_{n+1}]$ (where $a = x_1 < x_2 < \cdots < x_N = b$ is the given nodes of $S(x)$), $S(x)$ is called the cubic spline function on nodes $x_1, x_2, \cdots, x_N$. If the value $y(n)$ is given to $S(x)$ on the node $x_n$, $n = 1, 2, \cdots, N$, so that

$$S(x_n) = y_n, \quad (n = 1, 2, \cdots, N)$$

(3-5)

$S(x)$ is called cubic spline interpolation function.

From the cubic Hermite interpolation function, the expression of $S(x)$ in the subinterval $[x_n, x_{n+1}]$ can be derived:

$$S(x) = \frac{(x-x_{n+1})^2}{h_n^3} y(n) + \frac{(x-x_n)^2}{h_n^3} y(n+1) + \frac{(x-x_{n+1})^2}{h_n^3} (x-x_n) + \frac{(x-x_n)^2}{h_n^3} (x-x_{n+1})$$

$$+ \frac{h_n}{6} \left( h_n^2 + h_n^2 \right) m_n + \frac{h_n}{6} \left( h_n^2 + h_n^2 \right) m_n+1$$

(3-6)

where $h_n = x_{n+1} - x_n$; and $m_n$ represents the first-order derivative of $S(x)$ on
the node \( x_n \). With the condition that the second-order differential of \( S(x) \) on
the node \( x_n \) are continuous, \( n = 2, 3, \ldots, N-1 \), one will see that \( m_n \) satisfies
the following system of linear algebraic equations

\[
\lambda_n m_{n-1} + 2m_n + \mu_n m_{n+1} = g_n, \quad (n = 2, 3, \ldots, N-1)
\]  

(3-7)

where

\[
\lambda_n = \frac{h_n}{h_{n-1} + h_n}
\]

(3-8)

\[
\mu_n = \frac{h_{n-1}}{h_{n-1} + h_n}
\]

(3-9)

\[
g_n = 3[\lambda_n \frac{y(n-1) - y(n)}{h_{n-1}} + \mu_n \frac{y(n+1) - y(n)}{h_n}]
\]

(3-10)

Considering the nature end-point condition

\[
S''(x_1) = S''(x_N) = 0
\]

(3-11)

we obtain the end-point equations for \( m_1 \) and \( m_N \)

\[
\begin{align*}
2m_1 + m_2 &= g_1 \\
m_{N-1} + 2m_N &= g_N
\end{align*}
\]

(3-12)

where

\[
g_1 = 3 \frac{y(2) - y(1)}{h_1}
\]

(3-13)

\[
g_N = 3 \frac{y(N) - y(N-1)}{h_{N-1}}
\]

(3-14)

Suppose \( y(n) \) is a \( N \)-point sequence with fixed stepping length of \( h \). If
the cubic spline function is used for the mid-point interpolation of \( y(n) \) in
the subinterval \([x_n, x_{n+1}]\), the cubic spline function will be of a simple form

\[
S(x_n \pm \frac{1}{2} h) = \frac{1}{8} \left[ -y(n) + 3y(n+1) + y(n+2) \right]
\]

(3-15)

where \( m_n \) satisfies the following systems of linear algebraic equations

\[
\begin{align*}
1 &- m_{n-1} + 2m_n + m_{n+1} = g_n, \quad (n = 2, 3, \ldots, N-1) \\
2 &m_{n-1} + 2m_n = g_1 \\
2 &m_{n-1} + 2m_n = g_N
\end{align*}
\]

(3-16)

which is simplified from Eq. (3-7) and Eq. (3-12), where
\[
g_a = \frac{3}{2h} [y(n+1) - y(n-1)], \quad (n = 2, 3, \ldots, N-1)
\]
\[
g_1 = \frac{3}{h} [y(2) - y(1)]
\]
\[
g_N = \frac{3}{h} [y(N) - y(N-1)]
\]

Eq. (3-16) can be rewritten in a matrix form

\[
\mathbf{A} \mathbf{m} = \mathbf{g}
\]  

where

\[
\mathbf{A} = \begin{bmatrix}
2 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1/2 & 2 & 1/2 & \cdots & 0 & 0 & 0 \\
0 & 1/2 & 2 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 1/2 & 2 & 1/2 \\
0 & 0 & 0 & \cdots & 0 & 1 & 2
\end{bmatrix}
\]

\[
\mathbf{m} = (m_1, m_2, \ldots, m_N)^t
\]  

and

\[
\mathbf{g} = (g_1, g_2, \ldots, g_N)^t
\]

where the superscript \( t \) represents the transposition of the vectors.

From the coefficient matrix Eq. (3-19), it can be seen that Eq. (3-18) is a diagonal dominant tridiagonal system. Therefore, Eq. (3-18) has a unique solution and can be solved by the following method [105]:

1. Find auxiliary parameter \( b_n \)

\[
b_1 = 1/2
\]

\[
b_n = 1/(4-b_{n-1}), \quad (n = 2, 3, \ldots, N-1)
\]

2. Calculate another auxiliary parameter \( a_n \)

\[
a_1 = (1/2)g_1
\]

\[
a_n = (2g_n - a_{n-1})b_n
\]

\[
a_N = (g_N - a_{N-1})/(2-b_{N-1}), \quad (n = 2, 3, \ldots, N-1)
\]

3. Determine \( m_n \) from \( a_n \) and \( b_n \)

\[
m_N = a_N
\]

\[
m_n = a_n - b_n m_{n+1}, \quad (n = N-1, \ldots, 2, 1)
\]

Substituting \( m_n \) obtained above into Eq. (3-15), one finds the sequence which is two-times longer than the original one. If \( n = N \), we set

\[
S(x_N + h/2) = S(x_N - h/2).
\]

The lengthened sequence can be further densified provided that the lengthened sequence is taken as the original sequence and the densifying procedure above is repeated. As a contrast, for a 128x128 pixel image reconstructed from the 8-fold densified 64x128 diffracted data, the time used now is only about 20% of that used by the complete image reconstruction.

2. Computer simulations

(b) Gray level assignments
Fig. (3-1) is the head phantom used in our computer simulations. Fig. (3-1)(a) is the 128x128 pixel photograph of the phantom taken from the screen of monitor, and Fig. (3-1)(b) is the gray level assignments of Fig. (3-1)(a). The line $y = -0.605$ in Fig. (3-1)(b) passes through three smallest ellipses in the phantom and hence, the reconstructed values on this line can be used for the evaluation of the resolution and then the quality of the reconstructed images. Therefore, in our computer simulations hereafter, the comparisons between the reconstructed values and the gray level of the phantom on this line for all reconstructed images will be given.

![Image](a) The head phantom used in our computer simulations (b) Photograph (b) Gray level assignments

In order to evaluate the quality of the reconstructed images quantitatively, it is necessary to find an objective evaluation standard. Unfortunately, there is no a generally accepted standard at present. In this paper, three picture distance measures which are in common use are adopted: normalized root mean squared picture distance measures $d_i$, normalized mean absolute picture distance measures $r_i$ and worst case picture distance measures $e_i$. The definition of these picture distance measures for a $N \times N$ pixel image is as follows:

\[
    d_i = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} (r_{i,j} - p_{i,j})^2}{\sum_{i=1}^{N} \sum_{j=1}^{N} (p_{i,j} - \overline{p})^2}
\]

(3-23)

\[
    r_i = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} |r_{i,j} - p_{i,j}|}{\sum_{i=1}^{N} \sum_{j=1}^{N} |p_{i,j}|}
\]

(3-24)

\[
    e_i = \max_{1 \leq i \leq N/2} |R_{i,j} - P_{i,j}|
\]

where

\[
    1 \leq j \leq N/2
\]

(3-25)
\[ R_{ij} = \frac{1}{4}(T_{2i, 2j} + T_{2i+1, 2j} + T_{2i+1, 2j+1} + T_{2i, 2j+1}) \]  
\[ \bar{p}_{ij} = \frac{1}{4}(P_{2i, 2j} + P_{2i+1, 2j} + P_{2i+1, 2j+1} + P_{2i, 2j+1}) \]  
\((I, J = 1, 2, 3, \ldots, N/2)\)

\(r_{ij}\) and \(p_{ij}\) in above equations represent the gray level of the pixel on the \(i\)th row and the \(j\)th column of the reconstructed images and the phantom respectively; \(\bar{r}\) and \(\bar{p}\) are the averages of the gray level of the reconstructed images and the phantom respectively, and they are defined by

\[ \bar{r} = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} r_{ij} \]  
\[ \bar{p} = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} p_{ij} \]

The above three picture distance measures reflect the different aspects of the errors of the reconstructed images: \(d_1\) is sensitive to the big errors on individual points, \(r_1\) relates the accumulation of small errors, and \(e_1\) indicates the maximum error of the elements \(R_{ij}\) of the reconstructed images.

If the averages of the reconstructed images are different from that of the phantom, average adjusted picture distance measures can be used for the quantitative evaluation of the quality of the reconstructed images\(^{[A3]}\). The average adjusted picture distance measures are calculated in the following way: First, the averages of the reconstructed images and the phantom must be found from Eq. (3-27) and Eq. (3-28) respectively, then, the difference between \(r\) and \(p\) is added to every pixel of the reconstructed images. Finally, the picture distance measures \(d_2\), \(r_2\) and \(e_2\) of the average adjusted images are calculated using Eq. (3-23) to Eq. (3-25) and are denoted as \(d_3\), \(r_3\) and \(e_3\) respectively. From the definitions of the average adjusted picture distance measures, it is seen that for these picture distance measures get rid of the factor that the averages of the reconstructed images are different from that of the phantom, they will reflect better the quality of the reconstructed images shown on the monitor screen (the brightness of the monitor, i.e., the averages of the reconstructed images shown on the monitor screen, can be adjusted arbitrarily). If the reconstructed images are the phantom itself, it is easy to show that all the picture distance measures will be zeros. Therefore, the higher the quality of the reconstructed images is, the smaller the picture distance measures of these images will be. Moreover, for the comparisons of the maximum and the minimum gray level of the reconstructed images with those of the phantom respectively, the maximum and minimum reconstructed values of the reconstructed images, \(\text{max}\) and \(\text{min}\), are given (the maximum and the minimum gray level of the phantom are 1.0 and 0.0 respectively).

Fig. (3-2)(a) is a 128x128 pixel image reconstructed directly from the 64x128 diffracted data. Fig. (3-3)(a) and Fig. (3-4)(a) are the 128x128 pixel images reconstructed with the diffracted data densified from 64x128 to 128x512 using the zero-padding technique and the cubic spline interpolation respectively. Fig. (3-2)(b) to Fig. (3-4)(b) are the figures of the comparisons of the reconstructed values (real line) and the real values (dashed line) on the line \(y = -0.605\) (see Fig. (3-1)(b)) corresponding to Fig. (3-2)(a) to

3-6.
Fig.(3-4)(a), respectively. Table (3-1) shows the comparisons of the "distances" of the reconstructed images and gives the CPU processing time $t$ and $t'$ of the VAX-11/730 computer for the image reconstruction and for the densifying of the diffracted data respectively.

The computer simulations above show that: 1) the quality of the images reconstructed by the densifying of the diffracted data (see Fig.(3-3)(a) and Fig.(3-4)(a)) is much higher than that of the image reconstructed directly from the diffracted data without densifying (see Fig.(3-2)(a)). 2) The quality of the image reconstructed by the spline algorithm is comparable to that of the image reconstructed by the Pan's algorithm (the densifying of the diffracted data using the zero-padding technique). 3) The computer CPU processing time taken by the image reconstruction using spline algorithm is about 1/2 of that taken by the image reconstruction using the Pan's algorithm, and the time for the densifying of the diffracted data using the spline algorithm is only about 1/4 of that when using the Pan's algorithm (it is worth noticing that the longer the densified diffracted data is, the smaller the ratio of the CPU processing time for the densifying of the diffracted data between the spline and Pan's algorithm will be). Therefore, the spline algorithm is a more effective method for the image reconstruction of the diffraction tomography.

Fig.(3-2) (a) 128x128 pixel image reconstructed from 64x128 diffracted data directly (without the densifying of the diffracted data) (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line $y = -0.605$ (see Fig.(3-1)(b))

Fig.(3-3) (a) 128x128 pixel image reconstructed with the diffracted data densified from 64x128 to 128x512 using the zero-padding technique (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line $y = -0.605$ (see Fig.(3-1)(b))
Fig. (3-4) (a) 128x128 pixel image reconstructed with the diffracted data densified from 64x128 to 128x512 using the upline algorithm. (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line y = -0.605 (see Fig. (3-1) (b)).

Table (3-1) Distance measures of the reconstructed images and the computer CPU processing times for the reconstructions and for the densifying of the diffracted data.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Specifications</th>
<th>d₁</th>
<th>r₁</th>
<th>e₁</th>
<th>d₂</th>
<th>r₂</th>
<th>e₂</th>
<th>max</th>
<th>min</th>
<th>t</th>
<th>t'</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3-2)</td>
<td>No densifying</td>
<td>.36</td>
<td>.20</td>
<td>.53</td>
<td>.36</td>
<td>.20</td>
<td>.53</td>
<td>.80</td>
<td>-.85x10⁻¹</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>(3-3)</td>
<td>Zero-padding</td>
<td>.28</td>
<td>.11</td>
<td>.39</td>
<td>.28</td>
<td>.11</td>
<td>.39</td>
<td>.97</td>
<td>-.22x10⁻¹</td>
<td>4.1</td>
<td>2.6</td>
</tr>
<tr>
<td>(3-4)</td>
<td>Cubic spline</td>
<td>.29</td>
<td>.12</td>
<td>.41</td>
<td>.29</td>
<td>.12</td>
<td>.41</td>
<td>.94</td>
<td>-.31x10⁻¹</td>
<td>2.1</td>
<td>0.6</td>
</tr>
</tbody>
</table>

2. Transmission-Reflection Diffraction Tomography

(1) Diffraction-projection formulas and relationships between rectangular and curvilinear coordinates.

Fig. (3-5) is the datum acquisition system of the TRDCT, it is the same as Fig. (2-1) except that the transmitter is also taken as the receiver and is located at the line $y_1 = -l_0$. In order to receive the transmission and the reflection waves simultaneously, a pseudo-continuous wave must be generated,
i.e., a sinusoidal wave chain generated must be so long that it may be looked as a continuous wave, but will be not too long that the measurement of the reflection wave is affected. This condition can be satisfied by properly adjusting the length of the sinusoidal wave chain and the distance \( l_0 \). In the datum acquisition, for each given \( \Theta \), 2N samples can be obtained by two transducers on the lines \( y_1 = +l_0 \) and \( y_1 = -l_0 \) respectively. If \( \Theta \) changes from 0\(^\circ\) to 360\(^\circ\) by N angles, 2(N×N) diffracted data can be acquired. From the 2(N×N) diffracted data, object function can be reconstructed by the TRDCT.

The diffraction-projection formula for the transmission signal is the same as Eq. (2-65)

\[
\mathcal{U}_t(t_x, \Theta) = \frac{j \exp(jt_yl_0)}{2t_y} \mathcal{F}[(T-\mathbf{k}_0\mathbf{g}_0)Q^{-1}]
\]  

where \( \mathcal{F}[(T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) and \( \mathcal{F}[(T+\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) are the Fourier transform of the transmission and the reflection signals respectively; \( \mathcal{F}[(T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) and \( \mathcal{F}[(T+\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) are the Fourier transform of the object function evaluated on the curvilinear coordinates \( (T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \); \( T = (t_x,t_y) \), \( t_y = \sqrt{t_x^2 - t^2_y} \), \( \mathbf{k}_0 = \mathbf{k}_0 \), and \( \mathbf{k}_0 = \mathbf{k}_0 \) respectively.

Assume that \( \mathbf{W} = (u,v) \) represents the position vector on the rectangular coordinates \( u-v \) in the spatial Fourier domain of the object function. From the vector equations \( \mathbf{W} = (T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) and \( \mathbf{W} = (T+\mathbf{k}_0\mathbf{g}_0)Q^{-1} \), two relationships between a point \( (u,v) \) on the rectangular coordinates and a point \( (t_x, \Theta) \) on the curvilinear coordinates can be found

\[
\begin{align*}
\mathcal{U}_t(t_x, \Theta) &= \frac{j \exp(jt_yl_0)}{2t_y} \mathcal{F}[(T-\mathbf{k}_0\mathbf{g}_0)Q^{-1}] \\
\mathcal{U}_t(t_x, \Theta) &= \frac{j \exp(jt_yl_0)}{2t_y} \mathcal{F}[(T+\mathbf{k}_0\mathbf{g}_0)Q^{-1}]
\end{align*}
\]  

where \( \mathcal{U}_t(t_x, \Theta) \) and \( \mathcal{U}_t(t_x, \Theta) \) represent the Fourier transform of the transmission and the reflection signals respectively; \( \mathcal{F}[(T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) and \( \mathcal{F}[(T+\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) are the Fourier transform of the object function evaluated on the curvilinear coordinates \( (T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \); \( T = (t_x,t_y) \), \( t_y = \sqrt{t_x^2 - t^2_y} \), \( \mathbf{k}_0 = \mathbf{k}_0 \), and \( \mathbf{k}_0 = \mathbf{k}_0 \) respectively.

Assume that \( \mathbf{W} = (u,v) \) represents the position vector on the rectangular coordinates \( u-v \) in the spatial Fourier domain of the object function. From the vector equations \( \mathbf{W} = (T-\mathbf{k}_0\mathbf{g}_0)Q^{-1} \) and \( \mathbf{W} = (T+\mathbf{k}_0\mathbf{g}_0)Q^{-1} \), two relationships between a point \( (u,v) \) on the rectangular coordinates and a point \( (t_x, \Theta) \) on the curvilinear coordinates can be found

\[
\begin{align*}
u &= t_x \sin \Theta + (t_y - \mathbf{k}_0) \cos \Theta \\
u &= t_x \sin \Theta - (t_y - \mathbf{k}_0) \cos \Theta
\end{align*}
\]  

and

\[
\begin{align*}
u &= t_x \sin \Theta + (t_y + \mathbf{k}_0) \cos \Theta \\
u &= t_x \sin \Theta - (t_y + \mathbf{k}_0) \cos \Theta
\end{align*}
\]  

Next, we will derive the relationships between a point \( (t_x, \Theta) \) on the curvilinear coordinates and a point \( (u,v) \) on the rectangular coordinates from Eq. (3-31) and Eq. (3-32).

Fig.(3-6)(a) and (b) show the relations among the vectors \( \mathbf{W} \), \( T \) and \( \mathbf{k}_0 \mathbf{g}_0 \) for the transmission and the reflection signals respectively. \( \alpha \) is the angle between the vectors \( \mathbf{W} \) and \( \mathbf{W-T} \), and \( \alpha \) represents the angle between the vector \( \mathbf{W} \) and the positive direction of the u axis.
From Eq. (3-31), one obtains
\[ u^2 + v^2 = t_x^2 + (t_y - k_0)^2 = t_x^2 + k_0^2 - t_\alpha^2 + k_0^2 - 2k_0 t_y = 2k_0^2 - 2k_0 t_y \] (3-33)

From the equation above, one can solve \( t_x \)
\[ t_x = \sqrt{\frac{2k_0^2 - u^2 - v^2}{2k_0}} \] (3-34)

From the Fig. (3-6) (a), the relationship among the angles \( \Theta, \alpha \) and \( \beta \) is clear
\[ \Theta = \pi - (\alpha - \beta) \] (3-35)

where
\[ \alpha = \cos^{-1}\left(\frac{\sqrt{u^2 + v^2}}{2k_0}\right) \] (3-36)
\[ \beta = t_\alpha^{-1}\left(\frac{v}{u}\right) \] (3-37)

Similarly, from Eq. (3-32), we obtain
\[ u^2 + v^2 = 2k_0^2 + 2k_0 t_y \] (3-38)

Solving \( t_x \) from the above equation, one finds that the expression for \( t_x \) is the same as that in Eq. (3-34)
\[ t_x = \sqrt{\frac{2k_0^2 - u^2 - v^2}{2k_0}} \] (3-39)

From Fig. (3-6) (b), another relationship among \( \Theta, \alpha \) and \( \beta \) can be shown
\[ \Theta = \alpha + \beta \] (3-40)

Combining Eq. (3-34), Eq. (3-35), Eq. (3-39) and Eq. (3-40), one obtains the group of the relationships between a point \((t_x, \Theta)\) on the curvilinear coordinates and
a point \((u,v)\) on the rectangular coordinates for the transmission and the reflection signals respectively

\[
\left\{ \begin{align*}
t_x &= \frac{k_0 \sqrt{2k_0^2 - u^2 - v^2}}{2k_0} \\
\Theta &= n + t_\phi^{-1} \left( \frac{v}{u} \right) - \cos^{-1} \left( \frac{\sqrt{u^2 + v^2}}{2k_0} \right)
\end{align*} \right. \tag{3-41}
\]

and

\[
\left\{ \begin{align*}
t_x &= \frac{k_0 \sqrt{2k_0^2 - u^2 - v^2}}{2k_0} \\
\Theta &= t_\phi^{-1} \left( \frac{v}{u} \right) + \cos^{-1} \left( \frac{\sqrt{u^2 + v^2}}{2k_0} \right)
\end{align*} \right. \tag{3-42}
\]

(2) **Image reconstruction**

From Eq. (3-29) and Eq. (3-30), one will obtain the Fourier-domain coverages of the object function for the TRDCT (see Fig. (3-7)).

![Fig.(3-7) Fourier-domain coverages of the TRDCT](image)

In this figure, the circle \(C_2\) is formed by the track of the point \((u,v)\) on the Fourier-domain rectangular coordinates when \(t_x\) varies from \(-k_0\) to \(+k_0\) with \(\Theta\) fixed for \(\Theta = \Theta'\) and \(\Theta = \Theta' + \pi\) respectively. The real half and the dashed half of the circle are corresponding to Eq. (3-31) and Eq. (3-32) respectively. The interior area of the circle \(C_2\) which is centered on the origin of the coordinates and with a radius of \(2k_0\) is covered by the diffracted data as \(\Theta\) varies from \(0^\circ\) to \(360^\circ\) (the interior area of the circle \(C_1\) is covered by the transmission data, and the ring area between the circles \(C_1\) and \(C_2\) is covered by the reflection data). From Fig. (3-7) it is seen that as the TRDCT can provide more high-frequency information of the object function than the conventional diffraction tomography, it is preferable that the TRDCT will give a higher-resolution image reconstruction.

To reconstruct the images using the IFFT, it is required to calculate the Fourier transform of the object function on the rectangular grids of the rectangular coordinates from the Fourier transform of the object function on the curvilinear coordinates, \(\hat{F}((R_0, \theta)) \hat{\Theta}^{-1}\), using some interpolation scheme.
Here, the commonly used bilinear interpolation technique is employed:

\[
\tilde{U}_s(t_x; \theta) = \sum_{i=1}^{N_{tx}-1} \sum_{j=1}^{N_{\theta}-1} \tilde{U}_s(t_{xi}, \theta_j) h_1(t_x - t_{xi}) h_2(\theta - \theta_j)
\]  

(3-42)

where

\[
h_1(t_x - t_{xi}) = \begin{cases} 
1 - \frac{|t_x - t_{xi}|}{\Delta t_x} & ; |t_x - t_{xi}| \leq \Delta t_x \\
0 & ; \text{otherwise}
\end{cases}
\]

(3-44)

\[
h_2(\theta - \theta_j) = \begin{cases} 
1 - \frac{|\theta - \theta_j|}{\Delta \theta} & ; |\theta - \theta_j| \leq \Delta \theta \\
0 & ; \text{otherwise}
\end{cases}
\]

(3-45)

where both \( t_x \) and \( \theta \) are constant; \( \tilde{U}_s(t_{xi}, \theta_j) \) represents the discrete Fourier transform of the measured scattered field on the rectangular grids \( (t_{xi}, \theta_j) \) of the curvilinear coordinates; \( \tilde{U}_s(t_x, \theta) \) is the Fourier transform of the scattered field evaluated on the point \( (t_x, \theta) \) of the curvilinear coordinates and is corresponding to the rectangular grid point \( (u, v) \) of the rectangular coordinates, \( N_{tx} \) and \( N_{\theta} \) are the numbers of the discrete points of \( t_x \) and \( \theta \) respectively. The procedure of the bilinear interpolation is described in the following: first, the point \( (t_x, \theta) \), which is corresponding to the rectangular grid point \( (u, v) \) of the rectangular coordinates, of the curvilinear coordinates will be found according to Eq. (3-41) or Eq. (3-42), then the Fourier transform of the scattered field on the point \( (t_x, \theta) \) will be calculated by Eq. (3-43). After multiplying by a function factor shown in Eq. (3-29) or Eq. (3-30), the Fourier transform of the scattered field on the point \( (t_x, \theta) \) is assigned to the corresponding rectangular grid point \( (u, v) \) of the rectangular coordinates (if the point \( (u, v) \) belongs to the circle area between the circles \( C_1 \) and \( C_2 \) shown in Fig. (3-7), the point \( (t_x, \theta) \) is calculated using Eq. (3-42); and if it belongs to the interior area of the circle \( C_1 \), \( (t_x, \theta) \) is calculated using Eq. (3-41)).

In order to diminish the Gibbs oscillation phenomenon in the reconstructed images, Blackman window is applied to the Fourier transform of the object function on the rectangular grid points of the rectangular coordinates. The Blackman window is defined by

\[
b(W) = \begin{cases} 
\frac{2\pi r}{4\pi r - 0.5\cos\frac{4\pi r}{4k_0}} & ; |W| \leq 2k_0 \\
0 & ; |W| > 2k_0
\end{cases}
\]

(3-46)

where

\[
r = \sqrt{u^2 + v^2 + 2k_0}
\]

(3-47)

Taking the two-dimensional IFFT of the windowed Fourier transform \( F(W)b(W) \), one will reconstruct the image of the object function.

It should be noticed that although the higher-frequency information of the object function is used in the TRDCT and hence the higher resolution images will be reconstructed, the high-frequency noise is accompanied with the image reconstructions of the TRDCT. In order to solve the high-frequency noise
problem, nonlinear-smoothing image processing technique\(^{37}\) is adopted. By properly choosing smoothing weights and threshold in the nonlinear-smoothing process, not only the high-frequency resolution of the TRDCT is kept, but the high-frequency noise in the processed images is mostly excluded. The nonlinear-smoothing image processing technique is described briefly in the following:

Suppose a pixel in the reconstructed image is \(V_1\), and eight pixels which surround \(V_1\) is \(V_2\) to \(V_9\) and is arranged as follows:

\[
V_6 \ V_5 \ V_4 \ V_3 \ V_2 \ V_1 \ V_4 \ V_5 \ V_6
\]

After the nonlinear-smoothing processing, the density of the pixel \(V_1\) becomes

\[
\frac{1}{9} \sum_{i=2}^{9} f_i V_i + \frac{1}{5} \sum_{i=2}^{9} f_i V_i
\]

where

\[
f_i = \begin{cases} 
1; & |V_i - V_1| < t \\
0; & \text{otherwise} 
\end{cases}
\]

where \(W_1\), \(W_2\) and \(W_3\) are smoothing weights, and \(t\) is the threshold (these quantities are all non-negative and are determined by experiments). If \(V_i\) is a boundary point, for some values of \(i\), \(V_i\) will be undefined. In this case, we simply set \(f_i = 0\).

(3) Computer simulations

Fig.(3-8)(a) is the 128x128 pixel image reconstructed by using the Fourier-domain bilinear interpolation algorithm of the conventional transmission diffraction tomography from the 64x128 diffracted data. Fig.(3-9)(a) is the 128x128 pixel image reconstructed by using the Fourier-domain bilinear interpolation reconstruction algorithm of the TRDCT from the 2(64x128) diffracted data. Fig.(3-10)(a) is obtained by the nonlinear-smoothing processing of Fig.(3-9)(a). It should be noticed that the physical dimension of the phantom used in the image reconstruction of Fig.(3-9)(a) is only \(1/\sqrt{128}\) of that used in the image reconstruction of Fig.(3-8)(a) (the frequency sampling intervals for the image reconstructions of Fig.(3-8)(a) and Fig.(3-9)(a) are \(\sqrt{128}k_0/128\) and \(2k_0/128\), and the spatial sampling intervals are \(\sqrt{128} \pi/128\) and \(\pi/128\), respectively). Therefore, although the high-frequency resolution of Fig.(3-8)(a) looks almost the same as that of Fig.(3-9)(a), the high-frequency resolution of Fig.(3-9)(a), in actual, is much higher. From Fig.(3-10)(a), it is shown that the nonlinear-smoothing image processing diminishes the high-frequency artifacts in Fig.(3-9)(a) while keeps the higher high-frequency resolution of the TRDCT (here, the smoothing weights \(W_1\), \(W_2\) and \(W_3\) are 9, 4 and 1, respectively, and the threshold is chosen as 0.05).

Fig.(3-8)(b) to Fig.(3-10)(b) are the comparisons of the reconstructed values (real line) and the real values (dashed line) on the line \(y = -0.805\) (see Fig.(3-1)(b)) corresponding to Fig.(3-8)(a) to Fig.(3-10)(a),
Fig. (3-9) (a) 128x128 pixel image reconstructed by the conventional transmission diffraction tomography from the 64x128 diffracted data (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line $y = -0.605$ (see Fig. (3-1)(b))

Fig. (3-9) (a) 128x128 pixel image reconstructed by the TRDCT from the 64x128 diffracted data (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line $y = -0.605$ (see Fig. (3-1)(b))

Fig. (3-10) (a) 128x128 pixel image reconstructed by the TRDCT from the 64x128 diffracted data and then processed by the nonlinear-smoothing image processing technique (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line $y = -0.605$ (see Fig. (3-1)(b))

respectively. Table (3-2) gives the comparisons of the "distances" of the reconstructed images. From the computer simulations above, it is observed that
the images reconstructed by the TRDCT and then processed by the nonlinear-smoothing image processing technique are not only of higher resolution, but of higher quality when they are evaluated by the image quality criteria of this paper.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Specifications</th>
<th>$d_1$</th>
<th>$r_1$</th>
<th>$e_1$</th>
<th>$d_2$</th>
<th>$r_2$</th>
<th>$e_2$</th>
<th>max</th>
<th>min</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3-8)</td>
<td>Transmission CT</td>
<td>.29</td>
<td>.12</td>
<td>.41</td>
<td>.29</td>
<td>.12</td>
<td>.41</td>
<td>.94</td>
<td>-.31x10^{-1}</td>
</tr>
<tr>
<td>(3-9)</td>
<td>TRDCT</td>
<td>.29</td>
<td>.12</td>
<td>.40</td>
<td>.29</td>
<td>.12</td>
<td>.40</td>
<td>.98</td>
<td>-.27x10^{-1}</td>
</tr>
<tr>
<td>(3-10)</td>
<td>TRDCT &amp; smoothing</td>
<td>.29</td>
<td>.11</td>
<td>.40</td>
<td>.29</td>
<td>.11</td>
<td>.40</td>
<td>.98</td>
<td>-.17x10^{-1}</td>
</tr>
</tbody>
</table>

3. Fourier-Domain Interpolation Reconstruction Algorithm for Synthetic Aperture Diffraction Tomography

(1) Basic principle

The datum acquisition geometry of the SADCT is shown in Fig.(3-11). Where the x-y coordinates are fixed in the space; $L_1$ and $L_2$ are the transmitting and the receiving lines along which the transmitter and the receiver can be moved respectively; these two lines are parallel and d is the distance between them; $F(r)$ represents the two-dimensional object function of the object located between $L_1$ and $L_2$ and centered at the point $O,d/2$; s represents a cross-section of the object to be imaged.

![Fig.(3-11) Datum acquisition geometry of the SADCT](image)

The transmitting and the receiving transducers in Fig.(3-11) are immersed in the echoless water tanker and their coordinates on $L_1$ and $L_2$ are indicated by $x_1$ and $x_2$, respectively. For each fixed position of the transmitter, the receiver can be moved to $N$ positions along $L_2$. Therefore, if the transmitter is moved to $N$ positions along $L_1$, $N\times N$ diffracted data can be obtained. If the measuring system is fixed, the object is rotated 90° around its center in an opposite direction and the datum acquisition procedure above is repeated, another $N\times N$ diffracted data can be obtained. From these two sets of diffracted data, images of the object function can be reconstructed.

In what follows, the diffraction-projection formulas for the SADCT will be found from the datum acquisition geometry shown in Fig.(3-11) and from...
the integral solution Eq. (2-47) of the scattered field. Assume that the incident and the scattered field on a space point \( \mathbf{r} = (x, y) \) produced by the transmitter located at the point \((x_1, 0)\) on \(L_1\) are \( U_i(\mathbf{r}; x_1) \) and \( U_s(\mathbf{r}; x_1) \) respectively. According to the angular spectrum expansion\(^{[107]}\), the integral expression of the incident field \( U_i(\mathbf{r}; 0) \) on the space point \( \mathbf{r} \) when the transmitter is located at the origin of the coordinates can be determined. For \( \mathbf{r} = (x, 0) \), the incident field \( U_i(\mathbf{r}; 0) \) will be written as \( U_i(x, 0; 0) \), and it will represent the field on \( L_1 \) when the source is located at the origin of the coordinates. Taking the Fourier transform of \( U_i(x, 0; 0) \) with respect to the variable \( x \), and noting the result as \( A_t(k_x; 0) \), there will be

\[
A_t(k_x) = \int_{-\infty}^{+\infty} U_i(x, 0; 0) \exp(-jk_x x) dx \tag{3-50}
\]

Taking the Fourier transform of \( U_i(\mathbf{r}; 0) \) with respect to the variable \( x \) and leaving the variable \( y \) as a parameter, one shows that

\[
A_t(k_x; y; 0) = \int_{-\infty}^{+\infty} U_i(\mathbf{r}; 0) \exp(-jk_x x) dx \tag{3-51}
\]

Thus, \( U_i(\mathbf{r}; 0) \) can be expressed as a Fourier integration of \( A_t(k_x; y; 0) \)

\[
u_i(\mathbf{r}; 0) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} A_t(k_x; y; 0) \exp(jk_x x) dk_x \tag{3-52}
\]

In the source-free area, the incident field \( U_i(\mathbf{r}; 0) \) satisfies the following Helmholtz equation

\[
x^2 U_i(\mathbf{r}; 0) + k^2 U_i(\mathbf{r}; 0) = 0 \tag{3-53}
\]

From the equation above, the boundary-value problem of \( A_t(k_x; y; 0) \) can be formed

\[
\frac{d^2 A_t(k_x; y; 0)}{dy^2} + (k^2 - k_y^2) A_t(k_x; y; 0) = 0 \tag{3-54}
\]

\[
A_t(k_x; y; 0) |_{y=0} = A_t(k_x; 0)
\]

Solving Eq. (3-54), we have

\[
A_t(k_x; y; 0) = A_t(k_x; 0) \exp(jk_y y) \tag{3-55}
\]

where

\[
k_y = \sqrt{k^2 - k_x^2} \tag{3-56}
\]

Substituting Eq. (3-55) into Eq. (3-52), one finds

\[
u_i(\mathbf{r}; 0) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} A_t(k_x; 0) \exp(jk_x \cdot \mathbf{r}) dk_x \tag{3-57}
\]

where the vector \( \mathbf{k} = (k_x, k_y) \).

If the transmitter is located at a point \((x_1; 0)\) on the transmitting line
L₄, Eq. (3-50) can be changed accordingly to

$$A₄(kₓ;x₁) = \int_{-∞}^{+∞} u₄(x,0;x₁)\exp(-jkₓx)dx$$

(3-58)

As $U_4(x,0;x₁) = U_4(x-x₁,0;0)$, from the equation above one can find that

$$A₄(kₓ;x₁) = A₄(kₓ;0)\exp(-jkₓx₁)$$

(3-59)

Then, using Eq. (3-57), the integral expression of the incident field on a space point $r$ when the transmitter is located at the point $(x₁,0)$ on $L₄$ can be obtained

$$u₄(r;x₁) = \frac{1}{2\pi}\int_{-∞}^{+∞} A₄(kₓ)\exp(-jkₓx₁)\exp(jkr)dkₓ$$

(3-60)

where $A₄(kₓ)$ stands for $A₄(kₓ;0)$.

Substituting Eq. (2-45) into Eq. (2-44), one can obtain the integral expression of the Green's function in the two-dimensional free-space. Replacing the integral variable $kₓ$ to $tₓ$ and then substituting both the integral expression and Eq. (3-60) into Eq. (2-47), the scattered field on a point $(x_r,d)$ on the receiving line $L₄$ when the transmitter is located at the point $(x₁,0)$ can be obtained

$$u₄(x_r;x₁) = \int_{-∞}^{+∞} \int_{-∞}^{+∞} j\exp(jt_yd)\frac{A₄(k_x)}{(2\pi)^2} \int_{-∞}^{+∞} \exp(\frac{-j(T-K)(r_0)}{2t_y})\exp(j(tₓx_r-kₓx₁)dx₁dk_x$$

(3-61)

where $T = (t_x,t_y)$, and

$$t_y = \sqrt{k^2-t^2}$$

(3-62)

Taking the two-dimensional Fourier transform of $U₄(x_r;x₁)$, we obtain

$$\tilde{u}_₄(tₓ;kₓ) = \frac{j\exp(jt_yd)}{2t_y}A₄(k_x)\int_{-∞}^{+∞} F(r₀)\exp[-j(T-K)(r_0)]dr₀$$

(3-63)

Taking into account the spatial filter characteristics of the aperture size of the receiver for the scattered field, $A_r(tₓ)$, the Eq. (3-63) can be slightly modified to

$$\tilde{F}_{as}(tₓ;kₓ) = \frac{j\exp(jt_yd)}{2t_y}A_r(tₓ)A₄(k_x)\int_{-∞}^{+∞} F(r₀)\exp[-j(T-K)(r_0)]dr₀$$

(3-64)

where $\tilde{F}_{as}(tₓ;kₓ)$ is the Fourier transform of the received scattered field. From the above equation, the diffraction-projection formula for the SADCT is obtained

$$\tilde{F}(T-K) = \frac{2jt_y\exp(-jt_yd)}{A_r(tₓ)A₄(k_x)}\tilde{F}_{as}(tₓ;kₓ)$$

(3-65)
where
\[
\mathcal{F}(T-K) = \int_{D_0} F(r_0) \exp[-j(T-K) \cdot r_0] dr_0
\]
(3-66)
is the Fourier transform of the object function on the curvilinear coordinates \( [T-K; |t_x|\xi_0, |k_x|\xi_0] \).

To make the Fourier domain of the object function covered sufficiently by the diffracted data, it is necessary to rotate the object around its center for 90°. Similarly, the diffraction-projection formula for the 90° rotated object can be found
\[
\mathcal{F}[(T-K)Q] = -\frac{2j\lambda \exp[-j\gamma d]}{A_x(t_x)A_y(k_x)} \mathcal{F}_x(t_x;k_x)
\]
(3-67)
where \( \mathcal{F}[(T-K)Q] \) is the Fourier transform of the object function on the curvilinear coordinates \((T-K)Q; |t_x|\xi_0 \) and \(|k_x|\xi_0 \) after the 90° rotation of the object; \( \mathcal{F}_x(t_x;k_x) \) is the Fourier transform of the measured scattered field after the rotation of the object; \( T \) and \( K \) are row vectors; \( Q \) is the same as that in Eq. (2-51) with \( \phi_0 = 90° \).

Eq. (3-66) and Eq. (3-67) build up a group of the relationships between the Fourier transform of the measured scattered field and the Fourier transform of the object function on the curvilinear coordinates. From those relationships, images can be reconstructed.

(2) Fourier-domain interpolation reconstruction algorithm for the SAIXCT

Assume that \( \mathbf{W} = (u,v) \) is a vector on the rectangular coordinates of the Fourier domain. From the vector equations \( \mathbf{W} = T-K \) and \( \mathbf{W} = (T-K)Q \), one will obtain the relationships between a point \((u,v)\) on the rectangular coordinates and a point \((t_x,k_x)\) on the curvilinear coordinates
\[
\begin{align*}
u &= t_x - k_x \\
\{ v &= t_y - k_y \\
u &= t_x + k_x
\end{align*}
\]
(3-68)
(3-69)
where \(|t_x|\xi_0 \) and \(|k_x|\xi_0 \). If \(|t_x|\xi_0 \) or \(|k_x|\xi_0 \), the scattered field is actually an attenuated field. When the receiving line \( L_x \) is placed far enough from the object, the effects of the attenuated field are negligible. From Eq. (3-68) and Eq. (3-69), Fourier-domain coverage areas A (before the rotation of the object) and B (after the 90° rotation of the object) can be obtained, as is shown in Fig. (3-12).

In order to carry out the Fourier-domain interpolation, it is necessary to find a group of relationships between the curvilinear coordinates and the rectangular coordinates. From Eq. (3-56) and Eq. (3-62), it is shown that
\[
t_x^2 + t_y^2 = k_x^2
\]
(3-70)
\[
k_x^2 + k_y^2 = k_x^2
\]
(3-71)

and from Eq. (3-68), one has
\[(u-t_x)^2+(v-t_y)^2 = k_0^2 \quad (3-72)\]
\[(u+t_x)^2+(v+t_y)^2 = k_0^2 \quad (3-73)\]

Fig.(3-12) Fourier-domain coverage areas A and B of the SADCT. The area A and the area B represent the coverages before and after the 90° rotation of the object respectively.

Eq. (3-72) represents a circle centered at \((t_x, t_y)\) with a radius of \(k_0\) on the Fourier-domain rectangular coordinates. From Eq.(3-70), it can be seen that the trace of the center \((t_x, t_y)\) of the circle determined by Eq. (3-72) is also a circle with a radius of \(k_0\), but with its center on the origin of the coordinates. For \(t_y\) is always greater than zero, the circle represented by Eq.(3-70) is the upper half circle, as is shown by the dashed line in Fig.(3-13). Similarly, Eq. (3-73) represents the circle centered at \((-k_x, -k_y)\) and with the radius of \(k_0\) in the Fourier-domain rectangular coordinates, and the trace of the center \((-k_x, -k_y)\) of the circle forms the lower half circle in Fig.(3-13) which is centered at the origin of the coordinates with a radius of \(k_0\). The Fourier-domain coverage area A in Fig.(3-12) is formed by the set of points \((u, v)\) which satisfy the Eq.(3-72) and Eq.(3-73) simultaneously. From Eq.(3-72) and Eq.(3-73), \(t_x\) and \(k_x\) can be solved respectively in terms of a given point \((u, v)\). Considering Fig.(3-13), one will obtain the relationship between a point \((t_x, k_x)\) on the curvilinear coordinates and a point \((u, v)\) on the rectangular coordinates in the different quarters of the rectangular coordinates of the Fourier-domain coverage area A.

Fig.(3-13) Relationships between the curvilinear and the rectangular coordinates

If the point \((u, v)\) is in the first or the third quarter, there will be
\[ t_x = \frac{1}{2} (u-q_1) \]

\[ k_x = -\frac{1}{2} (u+q_1) \]

where

\[ q_1 = |v| \cdot \sqrt{\frac{4k^4}{u^2+v^2} - 1} \quad (3-75) \]

If the point \((u,v)\) is in the second or the fourth quarter, we will show that

\[ t_x = \frac{1}{2} (u+q_1) \]

\[ k_x = -\frac{1}{2} (u-q_1) \quad (3-76) \]

From Eq.\((3-69)\), we have

\[ (u-t_x)^2 + (v+t_x)^2 = k^2 \quad (3-77) \]

\[ (u+k_x)^2 + (v-k_x)^2 = k^2 \quad (3-78) \]

Similarly, the set of points \((u,v)\) which satisfy Eq.\((3-77)\) and Eq.\((3-78)\) simultaneously will form the Fourier-domain coverage area \(B\), as is shown in Fig.\((3-12)\). In the same way, the relationship between the curvilinear and the rectangular coordinates, which is similar to what is shown in Fig.\((3-13)\), can be obtained from Eq.\((3-77)\) and Eq.\((3-78)\). Then, the relationship between a point \((t_x,k_x)\) on the curvilinear coordinates and a point \((u,v)\) on the rectangular coordinates in the different quarters of the rectangular coordinates of the Fourier-domain coverage area \(B\) will be found. If the point \((u,v)\) is in the first and the third quarter, it is easy to show that

\[ t_x = -\frac{1}{2} (v-q_2) \]

\[ k_x = \frac{1}{2} (v+q_2) \quad (3-79) \]

where

\[ q_2 = |u| \cdot \sqrt{\frac{4k^4}{u^2+v^2} - 1} \quad (3-80) \]

If the point \((u,v)\) is in the second or the fourth quarter, we will obtain
Fig. (3-14)(a) is the 128x128 pixel image reconstructed from the 2(128x128) diffracted data using the Fourier-domain nearest-neighbor interpolation[9]. Fig. (3-15)(a) is the 128x128 pixel image reconstructed from the same set of diffracted data using the interpolation-free algorithm. Fig. (3-14)(b) and Fig. (3-15)(b) are the comparisons of the reconstructed values (real line) and the real values (dashed line) on the line $y = -0.605$ (see Fig. (3-1)(b)) corresponding to Fig. (3-14)(a) and Fig. (3-15)(a), respectively. Table (3-3) gives the comparisons of the "distances" of the images reconstructed by the interpolation and interpolation-free algorithm. In addition, the VAX-11/730 computer CPU processing time for the image reconstructions of Fig. (3-14)(a) and Fig. (3-15)(a) are 2.58 and 19.3 minutes respectively, i.e., the time for the reconstruction of Fig. (3-14)(a) is only about 13% of that of Fig. (3-15)(a). From the computer simulations, it is seen that for the SADCT, the interpolation algorithm is not only faster than the
interpolation-free algorithm, but superior in the quality of the image reconstructions.

![Image](a) 128x128 pixel image reconstructed by the interpolation algorithm of the SADCT from the 2D(128x128) diffraction data. (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line \( y = -0.605 \) (see Fig. (3-11)(b)).

![Image](a) 128x128 pixel image reconstructed by the interpolation-free algorithm of the SADCT from the same set of diffraction data as those used in the reconstruction of Fig. (3-11) (a). (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line \( y = -0.605 \) (see Fig. (3-11)(b)).

Table (3-3) The comparisons of the "distances" of the images reconstructed by the interpolation and the interpolation-free algorithms

<table>
<thead>
<tr>
<th>Figure</th>
<th>Specifications</th>
<th>( d_1 )</th>
<th>( r_1 )</th>
<th>( e_1 )</th>
<th>( d_2 )</th>
<th>( r_2 )</th>
<th>( e_2 )</th>
<th>( \text{max} )</th>
<th>( \text{min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3-14)</td>
<td>Interpolation</td>
<td>0.34</td>
<td>0.16</td>
<td>0.46</td>
<td>0.34</td>
<td>0.16</td>
<td>0.46</td>
<td>0.92</td>
<td>-0.50x10^-1</td>
</tr>
<tr>
<td>(3-15)</td>
<td>Interpolation-free</td>
<td>1.0</td>
<td>1.0</td>
<td>0.84</td>
<td>0.51</td>
<td>0.42</td>
<td>0.60</td>
<td>0.77</td>
<td>-0.41</td>
</tr>
</tbody>
</table>

With the coordinate system shown in Fig. (3-11), the center of the object is at \((0, d/2)\). For the object function whose center is not at the origin of the coordinates contains a fast oscillating phase factor in its Fourier domain, which will cause inaccuracy in the Fourier-domain interpolation. Higher quality images will be reconstructed if the center of the object is shifted back to the origin of the coordinates before the Fourier-domain interpolation.
interpolation. Fig.(3-16)(a) is the same as Fig.(3-14)(a) except that the center of the object is shifted back to the origin of the coordinates after the Fourier-domain interpolation. It is seen clearly that striking artifacts are shown in this figure. Fig.(3-16)(b) is corresponding to Fig.(3-16)(a) and is the comparison of the reconstructed values (real line) and the real values (dashed line) on the line \( y = -0.605 \) (see Fig.(3-1)(b)). Table (3-4) is the comparison of the "distances" of Fig.(3-16)(a) and Fig.(3-14)(a). All the results above show that the quality of Fig.(3-16)(a) is lower than that of Fig.(3-14)(a).

![Image]

**Fig.(3-16)** (a) 128x128 pixel image reconstructed with the same conditions as those for Fig.(3-14)(a), except that the center of the object is shifted back to the origin of the coordinates after the Fourier-domain interpolation (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line \( y = -0.605 \) (see Fig.(3-1)(b))

Table (3-4) The comparison of the "distances" of the images reconstructed with the center of the object shifted back to the origin of the coordinates before and after the Fourier-domain interpolation.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Specifications</th>
<th>( d_1 )</th>
<th>( r_1 )</th>
<th>( e_1 )</th>
<th>( d_2 )</th>
<th>( r_2 )</th>
<th>( e_2 )</th>
<th>( \text{max} )</th>
<th>( \text{min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3-14)</td>
<td>Shift before int.</td>
<td>.34</td>
<td>.16</td>
<td>.46</td>
<td>.34</td>
<td>.16</td>
<td>.46</td>
<td>.92</td>
<td>-.50x10^-1</td>
</tr>
<tr>
<td>(3-16)</td>
<td>Shift after int.</td>
<td>.36</td>
<td>.20</td>
<td>.51</td>
<td>.36</td>
<td>.20</td>
<td>.51</td>
<td>.98</td>
<td>-.95x10^-1</td>
</tr>
</tbody>
</table>

Fig.(3-17) shows the distribution of the rectangular grid points of the curvilinear coordinates on the rectangular coordinates in the Fourier-domain coverage area A (such distribution in the area B can be obtained by rotating Fig.(3-17) 90°). It is seen clearly from this figure that the known points of the Fourier transform of the object function are distributed densely near the \( u \)-axis, the center symmetric axis of the area \( A_1 \), while they are distributed sparsely near the boundaries (here, only the interior area of the circle centered at the origin with a radius of \( \sqrt{2}k_0 \) is considered). Therefore, the interpolation for the Fourier transform of the object function on the rectangular grid points of the rectangular coordinates near the boundaries of the area A using Eq.(3-74) and Eq.(3-76) will result in big error. However, those points which are near the boundaries of the area A are near the center symmetric axis (v-axis) of the area B. Hence, better results will be obtained if Eq.(3-74) and Eq.(3-76) are replaced by Eq.(3-79) and Eq.(3-81) for the interpolation of the points near the boundaries of the area A, and Eq.(3-79) and Eq.(3-81) are replaced by Eq.(3-74) and Eq.(3-76) for the interpolation of the points near the boundaries of the area B. In this paper, by the experiments, those points which satisfy the conditions \(|t_1| \geq 31k_0/32 \) or...
\(|k_x| > 31k_0/32\) are taken as the boundary points of the areas A and B. The above statements can be verified by the following computer simulations. Fig. (3-18)(a) is the same as Fig. (3-14)(a), but with no special consideration of the uneven nature of the distributions of the points near the boundaries of the Fourier-domain coverage areas A and B, and thus its quality is poor. Fig. (3-18)(b) is corresponding to Fig. (3-18)(a) and is the comparison of the reconstructed values (real line) and the real values (dashed line) on the line \(y = -0.605\) (see Fig. (3-11)(b)). Table (3-5) shows the comparison of the 'distance' of Fig. (3-18)(a) and Fig. (3-14)(a). All the results above illustrate that the quality of Fig. (3-18)(a) is lowered.

**Fig. (3-17)** The distribution of the rectangular grid points of the curvilinear coordinates on the rectangular coordinates in the Fourier-domain coverage area A.

**Fig. (3-18)** (a) 128\(\times\)128 pixel image reconstructed with the same conditions as those for Fig. (3-14)(a), but with no special consideration for the interpolation of the points near the boundaries of the Fourier-domain coverage areas A and B (b) The comparison of the reconstructed values (real line) and the real values (dashed line) on the line \(y = -0.605\) (see Fig. (3-11)(b))

**Table (3-5)** The comparisons of the "distances" of the images reconstructed with and without special consideration of the interpolation of the points near the boundaries of the Fourier-domain coverage areas A and B.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Specifications</th>
<th>(d_1)</th>
<th>(r_1)</th>
<th>(e_1)</th>
<th>(d_2)</th>
<th>(r_2)</th>
<th>(e_2)</th>
<th>(\text{max})</th>
<th>(\text{min})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3-14)</td>
<td>With special con.</td>
<td>.34</td>
<td>.16</td>
<td>.46</td>
<td>.34</td>
<td>.16</td>
<td>.46</td>
<td>.92</td>
<td>-.50x10^-i</td>
</tr>
<tr>
<td>(3-18)</td>
<td>Without special con.</td>
<td>.37</td>
<td>.22</td>
<td>.54</td>
<td>.37</td>
<td>.21</td>
<td>.54</td>
<td>.91</td>
<td>-.11</td>
</tr>
</tbody>
</table>
1. Theoretical Preliminaries

Fig. (4-1) is the datum acquisition geometry of the QRI method. Where the x-y coordinates are fixed in the space; \( F(r) \) represents the object function (Assume that the object is two-dimensional, and is immersed in the echoless water tank and is placed within the focal zone of the ultrasonic field of the transducer); \( L \) represents the effective half-width of the focused ultrasonic beam; \( x' \) is the distance between the center of the beam and the y' axis; \( l_o \) is the distance from the surface of the transducer to x axis. The transducer used in this paper is a transducer array consisted of many elementary transducers, which is used for both the transmitting and the receiving of the ultrasonic field. This transducer array is focused electrically and can be linearly scanned in a cross-section of the object along x axis. The focal zone of the ultrasonic field is the area formed by linearly scanning the segment of the ultrasonic beam centered at the focal point and stretched along the ultrasonic beam. Besides, the ultrasonic beam within the focal zone must be so narrow and even that it can be looked as plane wave approximately in the effective width 2L of each ultrasonic beam.

\[
A \exp(jk_o s_0 \cdot r); \quad |x-x'| \leq L \\
U_1 (r; k_o) = \begin{cases} 1 & |x-x'| \leq L \\ 0 & |x-x'| > L \end{cases}
\]  

(4-1)

where \( A \) is a complex constant, which represents the initial amplitude and the phase of the incident wave; \( \vec{s}_0 \) represents the unit vector in the direction of the plane wave insonification; \( r = (x,y) \) is the position vector in the space.

If the transducer is placed so far from the object that the argument of the Hankel function in Eq.(2-45) is much greater than unity, i.e., \( k_o |r-D_o| > 1 \), the expression of the two-dimensional free-space Green's function in Eq.(2-44) can be simplified to

\[
g(x|k_o) = \frac{3}{4} \frac{2}{\pi k_o |r-D_o|} \exp\left[ j(k_o |r-D_o| - \frac{\pi}{4}) \right] 
\]  

(4-2)

\[ \text{Fig. (4-1) Datum acquisition geometry of the QRI method} \]
Substituting both Eq. (4-1) and Eq. (4-2) into Eq. (2-47), one obtains

\[
U_s(x';k_0) = \int F(x') A \exp(jk_0 x') dx'
\]

\[
+ \frac{j}{4} \int \frac{2}{\pi k_0} \exp[j(k_0 |x' - x_0| - \frac{\pi}{4})] \, dx_0
\]

where \( s \) represents the focal zone of the transducer array; \( k_0 \) in \( U_s(x';k_0) \) emphasizes the frequency-dependent nature of the scattered field. If the center of the group of the elementary transducers is at the point \( x = (x', -1_0) \), Eq. (4-3) becomes

\[
U_s(x', -1_0; k_0) = \int \int F(x_0, y_0) A \exp(jk_0 y_0) \left( -1_0 - \frac{j}{4} \int \frac{2}{\pi k_0} \exp[j(k_0 (x' - x_0)^2 + (y_0)^2 - \pi/4)] \, dx_0 \, dy_0 \right)
\]

Considering the expression of the incident field, Eq. (4-1), Eq. (4-4) can be written as

\[
U_s(x', -1_0; k_0) = \int A \exp(jk_0 y_0) \left( -1_0 + \frac{j}{4} \int \frac{2}{\pi k_0} \exp[j(k_0 ((x' - x_0)^2 + (1_0 - y_0)^2 - \pi/4)] \, dx_0 \, dy_0 \right)
\]

Suppose the ultrasonic beam is finely focused, the effective width \( 2L \) of the beam in the focal zone will be very small, and the variation of \( F(x, y) \) within the width \( 2L \) which is centered on the line \( x = x' \) will be negligible, and the following condition will be held

\[
|1_0 - y_0| \gg \max |x' - x_0| = L
\]

In this case, the integrand of the integration with respective to \( x_0 \) in Eq. (4-5) can be approximately looked as independent of the integral variable \( x_0 \) and can be taken out of the integral sign. Then, Eq. (4-5) can be further simplified

\[
U_s(x', -1_0; k_0) = \int F(y_0) A' \exp(jk_0 y_0) \left( -1_0 + \frac{j}{4} \int \frac{2}{\pi k_0} \exp[j(k_0 (-1_0 - y_0)^2 - \pi/4)] \, dy_0 \right)
\]

where \( A' = 2L A \) is a new constant; \( F(y) \) is the object function on the line \( x = x' \) and is given by

\[
F(y) = \begin{cases} 
    k_0 [n^2(x', y) - 1], & (x', y) \in \text{object} \\
    0, & \text{otherwise}
\end{cases}
\]
where \( n(x', y) = C_0/C(x', y) \) is the distribution of the refractive index of the object on the line \( x = x' \). For the convenience of the discussion, two new functions which are related to the distribution of the refractive index are introduced

\[
\begin{align*}
n_1(y) &= \frac{P(y)}{\omega^3} \\
n_e(y) &= \frac{n_1(y)}{\sqrt{1 + y}}
\end{align*}
\]  

(4-9)  

(4-10)

where \( n_1(y) \) is another form of the object function and is independent of the angular frequency \( \omega \); \( n_e(y) \) is named as equivalent object function.

From Fig. (4-1), it is seen that \( l_0 + y_0 \) is always greater than zero when the integral variable \( y_0 \) in Eq. (4-7) varies within the focal zone of the ultrasonic field. In this case, from Eq. (4-7), one will note that

\[
U(x', -l_0; k_0) = \int_{-\infty}^{+\infty} \kappa \delta n_1(y_0) A' \exp(jk_0 y_0) \frac{j}{4\sqrt{n_0(l_0 + y_0)}} \exp[j(k_0 l_0 - \pi/4)] dy_0
\]

\[
= \frac{jA'k\delta \exp[j(k_0 l_0 - \pi/4)]}{2\sqrt{2n_0}} \mathcal{F}_n(-2k_0)
\]  

(4-11)

where \( \mathcal{F}_n(k) \) is the Fourier transform of \( n_e(y) \)

\[
\mathcal{F}_n(k) = \int_{-\infty}^{+\infty} n_e(y) \exp(-jky) dy
\]  

(4-12)

If the mechanical-electrical conversion characteristics of the transducer is included, Eq. (4-11) will be modified to

\[
P_e(x', -l_0; k_0) = P(k_0) \frac{jA'k\delta \exp[j(k_0 l_0 - \pi/4)]}{2\sqrt{2n_0}} \mathcal{F}_n(-2k_0)
\]  

(4-13)

where \( P(k) \) is the Fourier transform of the mechanical-electrical conversion characteristic function of the transducer; \( P_e(x', -l_0; k_0) \) is the Fourier transform of the electrical signal produced by the rf echoes. The function \( P(k) \) can be determined in the following way: a point scatterer is put at the focal point \((x', 0)\) of the incident ultrasonic beam (in the case of a point scatterer, the object function \( n_1(y) \) behaves as the \( \delta \)-function), then the Fourier transform of the equivalent object function \( n_e(y) \) can be expressed as

\[
\mathcal{F}_n(k) = \mathcal{F}_n(-2k_0) = \frac{1}{\sqrt{4l_0}}
\]  

(4-14)

Finally, from Eq. (4-13), the mechanical-electrical conversion characteristics of the transducer can be obtained

\[
P'(k_0) = \frac{2\sqrt{2n_0} \exp[-j(k_0 l_0 + \pi/4)]}{k_0 \sqrt{n_0}} P_e(x', -l_0; k_0)
\]  

(4-15)

where \( P_e(x', -l_0; k_0) \) is the Fourier transform of the electrical signal produced by the point scatterer. \( P'(k_0) \) is obtained from \( P(k_0) \) by multiplying...
the constant $A'$. 

With Eq. (4-13), the relationship between the Fourier transform of the scattered rf echo signal and the Fourier transform of the equivalent object function on the line $x = x'$ will be obtained

$$
\tilde{r}_0(-2k_0) = \frac{2\sqrt{2}\exp[-j(k_0 l_0 + \pi/4)]}{k_0 \sqrt{k_0}} \left[ \frac{P_k(x', -l_0; k_0)}{P'(k_0)} \right]
$$

(4-16)

where $P'(k)$ is determined by Eq. (4-15).

2. Spatial-Frequency Extrapolation and Image Reconstruction

As the incident wave used is a high-frequency bandpass signal with a certain bandwidth, from Eq. (4-16) only the high-frequency component of the equivalent object function $n_0(y)$ can be obtained. To reconstruct the equivalent object function using the known a priori knowledge, the Gerchberg-Papoulis (GP) frequency extrapolation technique is used in this paper to recover the low-frequency component of the equivalent object function from the high-frequency component.

By the ordinary B-scan image, the outlines of the internal structures of the object can be determined, therefore, the rf echo signals returned from these outlines can be obtained and the phases of these rf echo signals can be identified. Fig. (4-2) (a) and Fig. (4-2)(b) are the waveforms of the rf echo signals returned from the water-agar and the agar-water interface respectively. It is noticed that their phases are different.

![Fig. (4-2)](a) rf echo signals returned from the water-agar interface (b) from the agar-water interface

In order to utilize the phase information contained in the rf echo signals in the GP frequency extrapolation, it is required to derive the relationship between the Fourier transform of the derivative of the equivalent object function and the measured rf echo signals (the derivative of the equivalent object function can be obtained by simply multiplying the factor $jk$ to its spatial frequency domain, here, $k = -2k_0$). Notating $n'_0(y)$ and $n'_k(k)$ as the derivative of the equivalent object function and its Fourier transform, from Eq. (4-16), one obtains

$$
\tilde{n}_0'(-2k_0) = \frac{4\sqrt{2}\exp[-j(k_0 l_0 + 3n/4)]}{k_0 \sqrt{k_0}} \left[ \frac{P_k(x', -l_0; k_0)}{P'(k_0)} \right]
$$

(4-17)

The GP frequency extrapolation consists of seven steps (a) to (g) below.
It is an iteration procedure and is described briefly in the following:

(a) Calculate \( \tilde{n}'^{(1)}(k) \), the high-frequency component of \( n'(y) \), using Eq. (4-17) (\( \tilde{n}'^{(1)}(k) \) is used to replace the high-frequency component of each order partial reconstruction of the derivative of the equivalent object function in following iteration procedure).

(b) Find \( n^{(1)}(y) \), the first-order reconstruction of the derivative of the equivalent object function, by taking the IFFT of \( \tilde{n}'^{(1)}(k) \).

(c) Determine the signs of \( n^{(1)}(y) \) on the outlines of the internal structures of the object in accordance with the phases of the rf echo signals returned from these outlines.

(d) Find \( \tilde{n}'^{(2)}(k) \), the Fourier transform of the spatially modified \( n^{(1)}(y) \), by using the FFT. It is seen that the spectrum of \( n^{(1)}(y) \) is broadened and the low-frequency component comes out.

(e) Substituting \( \tilde{n}'^{(1)}(k) \) into the high-frequency portion of \( \tilde{n}'^{(2)}(k) \) and then taking the IFFT, we obtain \( n^{(2)}(y) \), the second-order partial reconstruction of the derivative of the equivalent object function.

(f) Calculate the average of \( |n^{(2)}(y) - n^{(1)}(y)| \) and see if it is smaller than a preset small positive value. If the condition is true, go to step (g), otherwise, go back to step (c).

(g) Obtain the equivalent object function \( n_{e}(y) \) by integrating \( n^{(N)}(y) \), the \( N \)th-order partial reconstruction of the derivative of the equivalent object function (the integration constant is determined by using the condition that \( n_{e}(y) = 0 \) if the point \( (x',y) \) is not in the object). By scanning the acoustical beam in a cross-section of the object, the equivalent object function \( n_{e}(y) \) on different line \( x = x' \) can be determined, and thus, tomographic image of the object can be reconstructed.

3. Description of Experimental System

Fig. (4-3) is the block diagram of the experimental system. It consists of five parts: 1) experimental setup; 2) transmitting/receiving system of the Japanese ALOKA SSD-256 B-scanner; 3) B-scanner/oscilloscope measurement system interface; 4) HP-1980B oscilloscope measurement system and HP-1960A digital waveform storage option; 5) IBM-PC computer and image store and display system.
19860A digital waveform storage option; and 5) IBM-PC computer and image store and display system. A brief description of each part of the experimental system will be given in the following.

Fig.(4-4) shows a draft of the water-tanker, the probe, the object to be imaged and the supporting framework of the probe and the object. The volume of the water tank is 91 cm (long) x 68 cm (wide) x 70 cm (high), and the internal wall of the water-tanker is covered by ultrasound absorbing material. The object to be imaged is even in its long axial direction, i.e., the distribution of the acoustical parameters on each of its transversal cross-section is the same and the object can be looked as two-dimensional. The linear array probe is used to transmit the ultrasonic pulses and receive the echoes scattered from the object. Both the probe and the object are fixed on the supporting framework, forming probe-object system. The distance between the probe and the object is kept unchanged during the experiment, and the probe-object system is immersed in the water and is located in the center of the water-tanker. This system can be moved up and down to minimize the effects of the residual reflection signals coming from the wall and the bottom of the water-tanker in the measuring time window. The front view and the side view of the probe-object system are shown in Fig.(4-4) (a) and Fig.(4-4)(b) respectively.

![Diagram of the water-tanker and probe-object system](image)

Fig.(4-4) (a) The front view and (b) the side view of the probe-object system

![Diagram of transmitting/receiving system](image)

Fig.(4-5) Block diagram of the transmitting/receiving system of the Japanese ALOKA SSD-255 B-scanner

Fig.(4-5) is the transmitting/receiving system of the Japanese ALOKA SSD-256 B-scanner. The probe used in our experiments is the ALOKA UST-5024-3.5 linear array probe, it has 80 elements and its effective length is about 96 cm. To obtain the focused ultrasonic beam with a certain focal length, these...
elements are not emitted individually, but emitted in groups and with different delay time for each element. After the emission, the group of elements convert to receivers and are focused electrically with the same focal length as that when they are used as the transmitters. The focused ultrasonic beam is scanned in the direction shown in Fig. (4-5) under the control of the electrical circuits. For every transmitting/receiving process, the rf echo signals are all filtered by a band-pass filter and then enter the full-wave detector, and the detected signals are fed into the DSC (digital scan convertor) for the transformation of the scanning format and for the image display. In the QRI method, the rf echo signals are connected out with high-frequency cable before detection, and are fed immediately to the datum acquisition system. Besides, the digital signals which controlled the transmission/reception of the ultrasonic pulses and the linear scan of the ultrasonic beam are connected out for the synchronization of the datum acquisition system and the B-scanner.

In our experimental system, the digital waveform storage oscilloscope is used for the datum acquisition of the rf echo signals. The HP-1980B oscilloscope measurement system when fitted with the HP-19860A digital waveform storage option will form the high-frequency digital waveform storage oscilloscope and allows the highest frequency of its input signal to be about 100 MHz. The digital waveform storage option can digitize the waveform of the analog signal displayed on the oscilloscope measurement system in 10-bit resolution and store them in its two digital memories. Each of the memories can hold as many as 501 samples and the samples can be transferred to computer by the standard IEEE-488 interface.

As HP-1980B is an oscilloscope, to display the waveform stably, it is necessary that the input signals are periodic. For sampling a periodic signals, low-sampling rate A/D convertor can be used to achieve high-sampling rate datum acquisition, which will lower the cost of the instrument greatly. Because of the use of the low-sampling rate A/D convertor, the datum acquisition time will be increased accordingly. As for the HP-1980B/HP-19860A digital waveform storage oscilloscope, only one sample can be acquired in every two periods of its input signals. Thereby, for a signal with a long period, the time for the datum acquisition will be very long. It is just the case in the datum acquisition of the rf echo signals of the B-scanner (the repeating rate of the rf echo signals of the B-scanner is about 37 ms, and the time for acquiring 501 samples will be about 37 s). therefore, to fulfill the datum acquisition in human body, it is necessary to develop a high-speed A/D system and a big datum buffer memory.

As the rf signals fed into the oscilloscope measurement system are filtered by the B-scanner, its highest frequency is confined to 5 MHz (the pass-band of the filter is extended from dozens of MHz to 5 MHz). If the bandwidth control knob of the oscilloscope measurement system is set to the band-limit position in the datum acquisition, the electrical noises which frequency is higher than 20 MHz will be excluded and hence the quality of the datum acquisition can be improved.

The interface circuit which connects the B-scanner and the oscilloscope measurement system is shown in Fig. (4-6). For the period of the rf echo signals in very long, it is difficult to display each part of the signals, especially those parts that have big time delay from the scan triggering signal. From the brief description of the digital waveform storage oscilloscope measurement system above, one can see that if the waveform displayed is unstable, the acquired data will be distorted severely (in fact, at 30MHz sampling rate, a delay with several hundreds of ms will cause serious distortion in the datum acquisition). In order to eliminate the random shift
of the displayed waveform along the time axis, an interface circuit which connects the B-scanner and the oscilloscope measurement system is developed and is mounted in the B-scanner. In Fig.(4-6), the US FRAME END signal indicates the end of each scanning, which means that all the echo information coming from the cross-section of the object has been obtained. The period of this signal is that of the rf echo signals of the B-scanner. In every period, the probe is transmitting and receiving 128 times, producing 128 ultrasonic beams. The US BLK signal indicates the beginning of each transmitting/receiving process, its period is about 270 μs which is the time that allows the reception of the echo signals coming from as deep as 18 cm of the biological soft tissues. The interface circuit consists of two parts: the first part generates a time window with a fixed width (it is about 18 μs which is two times of the pulse width of the US BLK signal); the second part is used to control the delay of the time window from the US FRAME END signal (the delay time is adjusted manually by a precision multi-circle voltmeter). When working, the time window is moved to the desired US BLK signal and the windowed US BLK signal is used to trigger the oscilloscope measurement system, which will fulfill the stable display and the stable datum acquisition of the rf echo signals returned from the object. Successively moving the time window, the rf echo signals in each transmitting/receiving procedure will be acquired and stored.

The data acquired by the digital waveform storage oscilloscope can then be transferred to the computer via the standard IEEE-488 interface under the control of the hardware and the software of the IBM-PC computer and will be saved in floppy disk after every 501 datum transfer is finished. (In order to make the IBM-PC computer have the hardware function of the standard IEEE-488 interface, a commercial multi-functional GPIB-PC board is inserted into a bus slot of the computer. Using software provided with the board, the high-level computer language can be used directly for the control of the functions of the digital waveform storage oscilloscope and its datum transfer to the computer). By the use of the data saved in the floppy disk and the software of the GME method developed, images can be reconstructed. Finally, the reconstructed images are transferred to the ARLUNYA TF-4000 temporal filter and image store via the standard RS-232C interface with the control of the ARLUNYA computer transfer module (CTM), and are displayed on the high resolution JVC monitor.

![Diagram](image)

**Fig.(4-6)** The interface between the B-scanner and the oscilloscope measurement system

4. Experimental Results

(1) A computer simulation

Assume that the object function is a rectangular (see Fig.(4-7)), i.e.
$$\Delta; -152\Delta \leq y \leq 118\Delta$$

$$n_t(y) = \begin{cases} A; & -152\Delta \leq y \leq 118\Delta \\ 0; & \text{otherwise} \end{cases}$$ (4-12)

where $\Delta$ is the spatial stepping length of $n_t(y)$; $A$ is a constant. Here, $\Delta = 0.0760$ mm, $A = 3.22$. The number of the discretization points of $n_t(y)$ is 1024.

![Figure 4.7](image1)

**Fig. (4.7)** The object function $n_t(y)$

From Eq. (4-10), the equivalent object function will be given by

$$n_e(y) = \begin{cases} A/\Delta^2 + y; & -152\Delta \leq y \leq 118\Delta \\ 0; & \text{otherwise} \end{cases}$$ (4-19)

where $L_0 = 115$ mm. The figure of $n_e(y)$ is shown in Fig. (4-8), where its maximum value is $\max(n_e(y)) = 1.00$. Next, we will assume that the high-frequency component of $n_e(y)$ has been obtained from the rf echo signals using Eq. (4-16). From this high-frequency component, the equivalent object function $n_e(y)$ and hence the object function $n_t(y)$ will be recovered by the GP frequency extrapolation technique.

![Figure 4.8](image2)

**Fig. (4.8)** The equivalent object function $n_e(y)$

Taking the FFT of $n_e(y)$, one will find the spectrum $\hat{n}_e(k)$ (see Fig. (4-9)). Applying the Blackman window to $\hat{n}_e(k)$, from Fig. (4-9) we obtain Fig. (4-10). Fig. (4-11) is obtained by taking the inverse FFT of the function in Fig. (4-10), and it represents the windowed equivalent object function and is an approximation of the equivalent object function determined by Eq. (4-19). It is seen that Fig. (4-11) is almost the same as Fig. (4-8), and the maximum value of the function in Fig. (4-11) is 0.999 which is also almost the same as that in
Differentiate the equivalent object function in Fig. (4-11), one obtains $n_1(y)$, the derivative of the equivalent object function (to differentiate the equivalent object function is equal to multiply the factor $jk$ to its Fourier domain) (see Fig. (4-12)). Fig. (4-13) shows $\tilde{n}_1(k)$, the spectrum of $n_1(y)$.

Excluding the low-frequency portion in Fig. (4-13), we have $\tilde{n}_1^{(1)}(k)$, the high-frequency portion of $\tilde{n}_1(k)$, which will be taken as the "correctly known" value in the following iterations of the GP frequency extrapolation (here, $\tilde{n}_1^{(1)}(k)$ is assumed to be obtained from the Fourier transform of the measured rf echo.
signals using Eq. (4-17)).

![](image1)

**Fig. (4-12) n'(y), the derivative of the equivalent object function \( n_0(y) \) in Fig. (4-11)**

![](image2)

**Fig. (4-13) \( \hat{\mathcal{F}}_2(k) \), the spectrum of \( n'(y) \)**

![](image3)

**Fig. (4-14) \( \hat{\mathcal{F}}_2^{[1]}(k) \), the high-frequency portion of \( \hat{\mathcal{F}}_2(k) \)**

Taking the IFFT of \( \hat{\mathcal{F}}_2^{[1]}(k) \), \( n_0^{[1]}(y) \), the first-order partial reconstruction of the derivative of the equivalent object function will be obtained (see Fig. (4-15)).

It is seen that the outline position of \( n_0(y) \) and the plus and minus signs of \( n_0'(y) \) on these outlines can be provided by Fig. (4-12). Modifying \( n_0^{[1]}(y) \) in the spatial domain using the outline and the phase information, then taking the FFT, \( \hat{\mathcal{F}}_2^{[2]}(k) \), the spectrum of the spatially modified \( n_0^{[1]}(y) \), can be found (see Fig. (4-16)). It can be observed from Fig. (4-16)
that the spectrum of $n^{(1)}(y)$ has been broadened and the low-frequency component is emerged. Inserting the spectrum $\tilde{g}^{(1)}(k)$ into the high-frequency portion of $\tilde{g}^{(2)}(k)$, one will get Fig. (4-17). Comparing Fig. (4-17) to Fig. (4-13), it is noticed that there is remarkable difference between them. Taking the IFFT of the frequency-domain modified spectrum, the second-order partial reconstruction of the derivative of the equivalent object function $n^{(2)}(y)$ can be obtained. Repeating the iteration procedure above, $n^{(30)}(y)$, the thirtieth-order partial reconstruction of the derivative of the equivalent object function, can be reconstructed. After the spatial-domain modifying, its spectrum is shown in Fig. (4-18). Comparing Fig. (4-18) to Fig. (4-13), it is
seen that there is little difference between them. Substituting $\tilde{w}^{(11)}(k)$ into the high-frequency portion of Fig.(4-18), we obtain Fig.(4-19). Again, it is seen that there is little difference between these figures.

![Figure 4-18](image)

**Fig.(4-18)** The spectrum of the thirtieth-order partial reconstruction $w^{(11)}(y)$ of the derivative of the equivalent object function.

![Figure 4-19](image)

**Fig.(4-19)** The spectrum of the frequency-domain modified $s^{(11)}(y)$

Taking the IFFT of the spectrum of the frequency-domain modified $n_{w}^{(31)}(y)$ in Fig.(4-19) and then integrating the result with respect to $y$, one will obtain $n_{w}^{(31)}(y)$ (see Fig.(4-20)), the thirty-first-order partial reconstruction of the equivalent object function. The maximum value of $n_{w}^{(31)}(y)$ is about 0.905. From $n_{w}^{(31)}(y)$, one can obtain $n_{w}^{(11)}(y)$, the approximation of the object function $n(y)$ (see Fig.(4-21)). Fig.(4-21) and Fig.(4-20) are corresponding to Fig.(4-7) and Fig.(4-8), and are the results of the reconstructions of $n(y)$ and $n_{w}(y)$, respectively.

- 4-13-
From the computer simulation above, the equivalent object function \( n_e(y) \), and hence the object function \( n(y) \) can be reconstructed by the GP frequency extrapolation technique provided that the high-frequency component of \( n_e(y) \) are correctly known and proper a priori knowledges are applied.

(2) Experimental results

In our experiments, agar is taken as the material for preparing the testing objects (phantoms). First, the agar powder is put into warmed water and is stirred by a grass rod to make it soaked. The stirring will be performed so gentle that little bubble is generated. After the agar-aqueous solution is compounded to a given volume percentage concentration, it is put into a high-pressure vessel for dissolving. Then, the dissolved agar-aqueous solution is poured into a mould prepared beforehand. After the solution is cooled down, it is fetched out and the phantom is formed. The mould used is a square channel and in the center of this channel, several grass rods which diameters are 2 mm and 3 mm are placed in a desired arrangement. The side length of the square channel is 20 mm and both the length of the square channel and the grass rods are 200 mm. As the phantoms are prepared evenly in its long axial direction, they can be looked as two-dimensional.

Fig.(4-22) are three phantoms prepared. The phantom in Fig.(4-22) (a) contains six small holes (one of them is of the diameter of 2 mm, others are of 3 mm) and is prepared from 4% agar-aqueous solution. The phantoms in Fig.(4-22)(b) and (c) have no holes in them and are prepared from 4% and 8% agar-aqueous solutions respectively. Fig.(4-23) (a), (b) and (c) are
photographs of the cross-section of the agar phantoms corresponding to Fig. (4-22) (a), (b) and (c), respectively.

Fig. (4-22) (a) Phantom with six holes (made of 4% agar aqueous solution). (b) and (c) Phantoms with no holes (made of 4% and 8% agar aqueous solutions respectively).

Fig. (4-23) (a), (b) and (c) Photographs of the phantoms corresponding to Fig. (4-22) (a), (b) and (c) respectively.

Fig. (4-24) (a), (b) and (c) are the images obtained by the ordinary B-scanner and are corresponding to Fig. (4-23) (a), (b) and (c) respectively.

In order to determine the mechanical-electrical conversion characteristics, a thin thread of diameter of 0.04\(\lambda\) (the center frequency of the ultrasonic pulse used here is about 3 MHz and the wavelength of the pulse is about 0.5 mm) is taken as a two-dimensional point scatterer and it is placed at the focal point and on the center symmetric axis of the incident beam. Acquiring the rf echo signal returned from this point scatterer with the sampling rate of 30 MHz, from Eq. (4-15), the mechanical-electrical conversion
characteristics can be determined (for the highest frequency of the rf echo signal is about 5 MHz, the sampling rate used here satisfies the Nyquist sampling theorem. In what follows, 30 MHz sampling rate is adopted).

![Figures](image)

**Fig.(4-25)** (a), (b) and (c) are the images reconstructed by the QRT method and are corresponding to Fig.(4-23) (a), (b) and (c) respectively.

**Fig.(4-26)** (a), (b) and (c) are the figures of the comparisons of the reconstructed values (real lines) of the images in Fig.(4-25) (a), (b) and (c) and the real values (dashed lines) on the lines $x = x'$ shown in Fig.(4-22) (a), (b) and (c) respectively.

Fig.(4-24) (a), (b) and (c) are the B-scan images corresponding to Fig.(4-23) (a), (b) and (c) respectively. It can be seen from these figures that only the outline information is provided. Fig.(4-25) (a), (b) and (c) are the images reconstructed by the QRT method, and are corresponding to Fig.(4-23) (a), (b) and (c), respectively. Fig.(4-26) (a), (b) and (c) are the comparisons of the reconstructed values (real lines) and the real values (dashed lines) on the lines $x = x'$ shown in Fig.(4-22) (a), (b) and (c), and are corresponding to Fig.(4-25) (a), (b) and (c), respectively. Here, the reconstructed values are only of relative meaning because there is a constant factor $A'$ in Eq.(4-13) which is to be determined by the experiment, and the comparisons are relative to the average of the reconstructed values of Fig.(4-25) (b) on the line $x = x'$ in Fig.(4-22) (b). It is noticed from Fig.(4-24), Fig.(4-25) and Fig.(4-26) that the images reconstructed by the QRT method are more helpful in understanding the internal structures of the testing objects than those obtained by the B-scanner, and to a certain extent, they are quantitative. Therefore, the QRT method is more liable to be used for tissue characterizations and will increase the ability of the B-scanner for diagnosing diseases.
This paper gives a detailed theoretical analysis of the reconstruction algorithms of the diffraction tomography in the different datum acquisition geometries. As a result, the imaging quality and the image reconstruction speed of these algorithms are improved greatly. Although the great advances has been achieved in the study of the diffraction tomography, further researches should be carried out if the diffraction tomography is to be eventually used in clinic.

The QRI method proposed in this paper makes full use of the available transmitting/receiving system of the B-scanner and can provide the quantitative information of the distribution of the acoustical parameters of the biological soft tissues that the ordinary B-scanner can not provide. Therefore, it is hopeful that the QRI method is combined with the ordinary B-scanner to strengthen the ability of tissue characterizations and diagnosing diseases. In addition to the detailed theoretical derivation of the QRI method and the computer simulation, a full set of experimental system is designed and developed. With this experimental system, practical data from the testing objects are acquired and good images are reconstructed.

Although the QRI method reveals a good prospect of clinical applications, it is still far from being perfect. Several problems that are associated with the practical medical imaging, such as, the absorption of the ultrasonic wave in biological soft tissues, the scattering of the ultrasonic field by the unevenness of the distribution of the density of the biological soft tissues, the effect of the noises to the phase determination of the rf echo signals, should be considered. Besides, an AC LOG amplifier or time/gain convertor with small nonlinear distortion and big dynamic range should be developed to increase the resolution of the datum acquisition of the signals returned from the depth of the biological soft tissues; high-speed datum acquisition system and large-capacity buffer memory are required for the real-time datum acquisition of the signals returned from human body. In addition, because the agar phantoms used in the experiment are different from the biological soft tissues in some features, further theoretical and experimental studies should be carried out in the biological soft tissues.
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