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ABSTRACT

Simulated Annealing (SA) is a heuristic solution strategy to find an optimal solution in a problem with multiple local minima by dynamically changing the probability of accepting inferior solutions during problem solving. It is an intelligent approach designed to give a good though not necessarily optimal solution, within a reasonable computation time. SA has received much attention since its introduction and has been applied to a wide range of discrete and continuous optimisation problems. In this paper, the SA algorithm was employed to solve the problems of combinatorial optimisation of the design of inspection systems in multi-stage manufacturing systems. The problem could be addressed as follows: Consider a multi-stage manufacturing system, where there are up to three possible inspection stations to be located at any of ten processing stages, stage 0 to stage 9. The raw material is input to stage 0 and the finished product is output from stage 9. The optimal location will minimise the total cost. The objective function of SA will correspond to the total cost of the manufacturing problems. This paper will describe the representation of the solutions in a binary form, the re-configuration mechanism, and the evaluation of the objective functions based on empirically found cooling schedule. Finally the results of optimisation experiments will be presented and compared to those obtained by Branch and Bound technique found earlier in the literature.
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1. Overview

Inspection is concerned with separating product units that conform to specifications from those which do not and preventing non-conforming (defective) product units from reaching the customer or the external user.

The inspection activity can be carried out in many ways: manual. Recent technological developments in automated visual inspection, pattern recognition and image processing techniques have led to an increase in the implementation of automated systems. Higher implementation costs and technical difficulties can be associated with automated systems. The selection and location of such inspection stations must be carefully considered since it will have a significant effect not only on the product quality but also on the total cost of manufacturing.

Simulated Annealing (SA) is a heuristic solution strategy to find an optimal solution in a problem with multiple local minima by dynamically changing the probability of accepting inferior solutions during problem solving. The SA technique was first introduced by Kirkpatrick [1]. This idea was based on the Metropolis algorithm [2]. SA simulates the cooling process of solid materials - known as annealing. However this analogy is limited to the physical movement of the molecules without involving complex thermodynamic systems.

SA has received much attention since its introduction and has been applied to a wide range of discrete and continuous optimisation problems [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].

Research on improving this algorithm and widening its application areas still continues. In this paper, the SA algorithm was employed to solve the problems of combinatorial optimisation of the design of inspection systems.
2. Multi-Stage

A multi-stage manufacturing system can exist in a serial or non-serial configuration. In a serial system, each processing stage except the first in the series has a single immediate predecessor. Also, each stage except the last has a single immediate successor. Inspection stations may exist between the processing stages. In a non-serial system, at a certain stage, the product may be assembled or joined with products from other processing lines. Hence the optimisation of the allocation of inspection stations is more complex.

The optimal design of inspection stations has been studied since the 1960s. Raz [19] surveyed the elements of the inspection stations allocation problems and the models that had been proposed in the literature. His paper quoted 17 models developed from 1964 to 1984 for serial and non-serial production systems. Most of the models used dynamic programming techniques. Ballou and Pazer [20, 21] developed a production-inspection model allowing for inspection errors in a serial production system. Chakravarty and Shhtub [22] suggested a shortest-path heuristic method to determine the strategic location of inspection activities and the production lot-sizes. Peters and Williams [23] used dynamic programming and direct search techniques to determine the location of quality monitoring stations. The problem with dynamic programming is that when the number of processing stages increases the complexity of computation increases dramatically. A non-optimum solution would be accepted as optimum as the problem becomes larger. Furthermore, the optimisation decisions are taken separately, stage by stage, rather than by performing global optimisation of the multi-stage system.

More recent work has been carried out by Raz and Kaspi [24]. The Branch-and-Bound technique was suggested to allocate imperfect inspection operations in a fixed serial multi-stage production system. This methodology still involves stage by stage optimisation. The application of Artificial Intelligence (AI) was suggested by Raz [19]. Kang et al. [25] proposed a Rule-based technique to determine near-optimal inspection stations. The present work extends the work of Raz and Kaspi [24] to global optimisation by the use of AI techniques.

3. Transfer Functions Model

In this paper, the multi-stage production-inspection model developed by Raz and Kaspi [24] is considered. The model is called the Transfer Functions Model (TFM). This model facilitates the implementation of the calculations required to find the optimal solution. The TFM comprises the following parameters (see Figure 1):

- \(\delta\) fraction of non-conforming units that are scrapped. Therefore the fraction of the units reworked is \((1 - \delta)\)
- \(\theta\) probability that a non-conforming unit will be classified as conforming
- \(\pi\) probability that a conforming unit becomes non-conforming as a result of improper performance of a production or repair operation
- \(\rho\) probability that a non-conforming unit remains non-conforming at the completion of a repair operation
- \(\phi\) probability that a conforming unit will be classified as non-conforming
- \(f\) fraction of the cumulative cost of a scrapped unit that is retained as a salvage value
- \(PC\) unit processing cost added to each unit
- \(RC\) unit rework cost
- \(Ci\) cumulative unit cost just prior to the operation
- \(Co\) cumulative unit cost after the completion of the operation
- \(qi\) probability that a unit nonconforming just prior to the operation
- \(qo\) probability that a unit nonconforming after the completion to the operation

![Figure 1: TFM for a Single Processing and Inspection Stage.](image)

The final forms of both transfer functions after completion of the single operation are given as [24]:

\[
C_i = \frac{(C_i - PC) - (C_i + PC)\delta[q(1 + \theta) + (1 - q)\phi] + RC(1 - \delta)[q(1 - \theta) + (1 - q)\phi]}{[\theta(1 - \theta) + q(1 - q)\phi]}
\]

\[
q_o = \frac{q_i\theta + (1 - \delta)\rho[q(1 - \theta) + \pi(1 - q)\phi]}{[\theta(1 - \theta) + q(1 - q)\phi]}
\]

These equations are applied to calculate the Cost Transfer Function (CTF) and Quality Transfer Function (QTF) for a single production or inspection.
station. The following multi-stage problem is to be addressed: Consider a multi-stage manufacturing system depicted in Figure 2, where there are up to 3 possible inspection stations to be located at any of 10 processing stages, stage 0 to stage 9. The raw material is input to stage 0 and the finished product is output from stage 9. The optimal location will minimise the total cost.

The total cost $C_{T[s]}$ of a single stage is given by:

$$C_{T[s]} = C_{o[s]} + q_{o[s]}\cdot PC_{[s+1]}$$

where:
- $C_{T[s]}$ - total cost at stage $s$
- $PC_{[s+1]}$ - production cost at the next stage ($s+1$)
- $s$ - 0 to 9

The value of $C_{T[s]}$ depends on the inspection configuration at each stage. It is given that the output of the CTF and QTF of one stage will be input to the next stage. Therefore the $C_{o[s]}$ and $q_{o[s]}$ are taken as $C_{i[s+1]}$ and $q_{i[s+1]}$. Equations 1 and 2 are applied again to find $C_{o[s+1]}$ and $q_{o[s+1]}$. The total cost for the next stage can then be described as:

$$C_{T[s+1]} = C_{o[s+1]} + q_{o[s+1]}\cdot PC_{[s+2]}$$

**Stage 1**

![Figure 2: TFM for the Whole Production Line](image)

When the product exits the whole system and reaches the customer or external user, a penalty cost is incurred for each non-conforming unit. The unit penalty cost is $PEN$. The CTF is denoted by $C_{T[9]}$:

$$C_{T[9]} = C_{o[9]} + q_{o[9]}\cdot PEN$$

The total cost per product unit, $C_T$, for the entire system can be described as:

$$C_T = C_{T[9]} + C_{T[9]}$$

$C_T$ is the **objective function** of the inspection stations allocation and sequencing problem. The values of the production and inspection parameters used in this work are available from the author.

**4. Principles of Simulated Annealing**

SA is an intelligent approach designed to give a good though not necessarily optimal solution, within a reasonable computation time. The idea in SA, as in iterative improvement, is to make some random perturbation, such as moving a molecule to a new location, then evaluate the resulting change in energy, $\Delta E$. If the energy is reduced, $\Delta E < 0$, the new configuration has less energy and is accepted as the starting point for the next move. However, if the energy is increased, $\Delta E > 0$, the move may still happen: the new, higher energy configuration may be acceptable with some probability. In physical systems, jumps to higher energies can happen, but they are moderated by the current temperature $T$. At higher temperatures, the probability of large uphill moves in energy is high. See Figure 3. At low temperatures the probability is small.

![Figure 3: Downhill and Uphill Moves](image)

By using the Boltzmann distribution, the *Metropolis algorithm* was developed [2] to accept uphill moves with probability:

$$Pr[\text{accept}] = \exp(-\Delta E/kT_j)$$

where $\Delta E = E_j - E_i$ (change in energy after move $i$ to $j$), $k = \text{Boltzmann constant}$, $T_j = \text{current temperature}$.

In practice, this probabilistic acceptance is achieved by generating a uniformly random number $R$ in $[0,1]$ and comparing it with $Pr[\text{accept}]$. If $R < Pr[\text{accept}]$, then the move is accepted, otherwise the move is rejected. By lowering the temperature and continuing to run this algorithm, the simulation of a solid material reaching equilibrium continues at each newly reduced
temperature. The analogy between physical annealing and simulated annealing can be summarised as follows:

i. the physical configurations or states of the molecules correspond to optimisation solutions.

ii. the energy of molecules corresponds to the objective function or cost function.

iii. a low energy state corresponds to an optimal solution.

iv. the cooling rate corresponds to the control parameter which will affect the acceptance probability.

A detailed description of SA is available in the literature [e.g. 26, 27]. SA is also known as a search algorithm. However SA has the advantage over local search of allowing uphill moves. Figure 4 shows a typical optimisation curve in SA.

5. Implementation

Prior to presenting the results obtained, this section will discuss the implementation details. It is recalled that there are 10 processing stages with 3 types of inspection station, I1, I2 and I3. The inspection stations allocation problem has a solution of $16^{10}$ possible solutions. This is because there are 10 processing stages and at each stage there are:

$$\sum_{i=0}^{3} \frac{3!}{(3-i)!}$$

or 16 possible inspection arrangements. The processing stages are arranged serially. The inspection stations can be allocated to any stage of processing. Therefore the total number of configurations for all processing stages is $16^{10}$ ($2^{40}$ possible solutions). The same 40-bit binary string representation scheme applied in the case of the Genetic Algorithm (GA) [28] was implemented for SA because of its flexibility and ease of computation. There are many techniques that could be used to generate new solutions from the current configuration. Mutation and inversion will be applied in this implementation. The cost function for this problem is the objective function.

The annealing process started at a high temperature, $T = 600$ units. So most of the moves were accepted. The cooling schedule was represented by:

$$T_{i+1} = \lambda T_i$$

where $\lambda$ is the cooling rate parameter, which was determined experimentally. 3 cooling rates were used ($\lambda = 0.9, 0.98, 0.99$). With $\lambda=0.9$, the temperature reduced rapidly. With $\lambda$ set to 0.98, the cooling rate was medium. For $\lambda=0.99$, the rate of cooling was very slow.

6. Experimentation and Results

The algorithm applied to the problem is given in Table 1. The initial stopping criterion was set at a total unit cost of 265.38. This value was the optimal solution found by the GA [28]. A lower value was subsequently implemented if this stopping criterion was activated. Another stopping criterion was that the maximum allowed computation time of 12 hours had elapsed.

Figure 5 (a-c) shows the optimisation curves for 3 experiments with different values of $\lambda$ (0.9, 0.98, 0.99). The maximum number of iterations was set at 200. Experiment 1 showed much random perturbation in total unit cost at the beginning of the iterations while the cost quickly reduced. After 84 iterations it became fixed at a local optimum and the programme was stopped after 12 hours. The total unit cost reached 275.40. Experiment 2 again showed much random perturbation at the beginning of the iterations. This perturbation was necessary to avoid local optima. After approximately 70 iterations, the cost stabilised noticeably and then reduced gradually until it reached the stopping initial criterion, which is the expected optimal solution to this problem. The algorithm terminated at 136 iterations after 1 hour 38 minutes of computation time. Experiment 3 showed much random perturbation although the cost eventually began to stabilise. However before attaining the stopping cost value, the algorithm reached the maximum number of iterations (200) with a total unit cost of 274.06. The maximum number of iterations could have been increased, but it is expected that the algorithm would have reached maximum computation time before the optimum solution could be found. This is noticeable from high perturbation at the maximum number of iterations.
Experiment 2 was conducted again with a lowered stopping criterion. However no improvement was found even after 12 hours computation time. Therefore the solution found by the GA was accepted as the optimal solution. The final inspection configuration is shown in Table 2.

Table 1: SA Algorithm for Inspection

<table>
<thead>
<tr>
<th>Stage</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Order of Inspection Stations:
I2 after Stage 7; I1 followed by I2 after Stage 9

Table 2: Final Result for Inspection Stations Allocation by SA

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Total Unit Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>250</td>
</tr>
<tr>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>6</td>
<td>350</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
</tr>
<tr>
<td>8</td>
<td>450</td>
</tr>
<tr>
<td>9</td>
<td>500</td>
</tr>
</tbody>
</table>

(a): Experiment 1

(b): Experiment 2

(c): Experiment 3

Figure 5: Optimisation Curve for Inspection Stations Allocation

7. Conclusions

Table 3 shows the best results found by the SA procedure and the Branch-and-Bound technique [24].

The results of the experiment have confirmed that the cooling rate determines the quality of the solutions. If the cooling rate is too low, the configuration can not achieve the optimal solution before it reaches the maximum number of iterations. If the cooling rate is too high, the process could become stuck at a local optimum. Overall SA needed longer computation times compared to the GA [28].

Program Simulated Annealing:

Initialise
Set Initial Temperature
Generate Random Configuration
FOR 1 to Iteration, N
WHILE stopping criterion = FALSE
    IF N > 1 THEN
        generate (new configuration)
        END
        Calculate ΔE (new configuration, configuration)
        IF ΔE < 0 THEN accept new configuration
        ELSE
            IF exp(-ΔE/T) > Random (0,1) THEN accept new configuration
            END
        END
    END
Set T = λT
END
END.
Like a GA, the annealing algorithm is not deterministic. It will produce different answers each time it is run, even with the same problem and set of parameters. This is due to the probabilistic nature of choosing the new configurations and accepting uphill moves. In particular, there is no guarantee of obtaining precisely the optimum answer in any annealing operation or the same answer on multiple runs.

What the annealing offers is the possibility of escaping from local optima which is not the same as guaranteeing to find the optimum solution.

<table>
<thead>
<tr>
<th>Allocation &amp; Sequencing</th>
<th>Total Unit Cost</th>
<th>Percentage Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Annealing</td>
<td>Branch-and-Bound</td>
<td></td>
</tr>
<tr>
<td>Experiment 2</td>
<td>265.38</td>
<td>267.52</td>
</tr>
</tbody>
</table>

Table 3: Comparison between SA and the Branch-and-Bound Technique for Inspection Stations Allocation and Sequencing Problem

REFERENCES


